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ABSTRACT

In this paper, a heuristic search method called Gravitational Search Algorithm (GSA) is proposed to design Ultra-wideband antennas (UWB) with irregular shape radiators. To measure the algorithm efficiency in practical antennas design, the results are compared with those obtained using the Central Force Optimization (CFO) technique. The optimization algorithms in MATLAB code are linked to Finite Element Method (FEM) solution technique (Ansoft HFSS-software) to simulate the antenna. The optimized compact antennas are fed by a microstrip line and built on an FR-4 substrate with 30 x 30 mm$^2$ surface area and 1.5 mm thickness. The radiation characteristics of the designed antennas are completely analyzed, and the VSWR is then compared with the measurements to check the validity of the numerical results.
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1. Introduction

Ultra-wideband (UWB) technology has inspired many researchers and industrialists since the Federal Communication Commission (FCC) announced the use of unlicensed frequency band of 3.1–10.6 GHz for commercial communication applications in 2002 [1]. This available wide bandwidth enables UWB systems to achieve high speed and high data rates in communications applications. The antenna is considered an important component in the UWB system, and it affects the overall performance of the system. Many UWB antennas were designed using planar structure due to advantages of low profile, low cost, light weight, and easy fabrication. The dimensions and geometry of the radiator largely affect the impedance matching. To achieve the design goal, various types of planar UWB antennas have been developed with many various shaped planar elements, such as rectangular, circular, triangular, elliptical, pentagonal and octagonal geometries as radiators [2-7]. Other studies used a simple stepped-shape patch and ground structure [8]. However, those shapes have uniform or smooth edges on the radiator and the dimensions of the radiator were determined by experimental efforts. Nowadays, heuristic nature-inspired techniques such as Genetic Algorithms (GA), Particle Swarm Optimization (PSO), Bacterial Swarm Optimization (BSO), and Central Force Optimization (CFO) have become standard procedures for designing optimized antennas [9-10]. In [11], an irregular shape radiator for UWB applications has been designed by PSO taking into account a predefined shape with unknown dimensions.
Recently, Gravitational Search Algorithm (GSA) is considered as a new optimization technique based on the law of gravity and mass interaction [12]. A set of various standard benchmark functions were examined and in most cases the GSA provided superior or at least comparable results with Real Genetic Algorithm (RGA), PSO and CFO. In [13], a comparative performance of gravitational search algorithm and modified particle swarm optimization algorithm for synthesis of thinned scanned concentric ring array antenna is considered. It is found that, the GSA technique has better performance than the modified PSO algorithm in terms of computed final fitness values and computational time. In [14], a fully digital controlled reconfigurable concentric ring array antenna has been proposed using GSA. Results clearly showed a very good agreement between the desired and GSA synthesized pattern even with a 4-bit digital attenuator and a 5-bit digital phase shifter instead of a continuous phase shifter and an analog attenuator. In [15], GSA has been applied for the length and width calculations of the rectangular patch antenna under various resonant frequencies, substrate permittivity and thickness of the antenna. However in [15] a simple microstrip antenna using an equivalent transmission line model is considered.

In this paper, the GSA combined with the finite element method based simulator, HFSS, is considered to design and optimize UWB antennas with an irregular radiator shape. The antenna parameters such as return loss, radiation patterns, antenna gain, and radiation efficiency are discussed. The antenna is analyzed completely using HFSS which linked with MATLAB to optimize the antenna via Visual Basic for Applications (VBA) program. Interchanging information between Microwave Studio (MWS) and MATLAB allows the implementation of optimization algorithms not included in the MWS environment itself [16]. The main advantage of the proposed approach is that it reduces the time required to solve an electromagnetic problem with better results.

The paper is organized as follows; In Section 2 an introduction to GSA optimization technique is introduced. In Section 3 problem formulation is described. In Section 4, the numerical results are presented and compared with the measured results. Finally, the conclusions are given in Section 5.

2. Gravitational Search Algorithm Optimization Technique

The Gravitational Search Algorithm (GSA) is a new meta-heuristic optimization algorithm motivated by the Newton’s laws of gravity and motion as proposed by Rashedi in 2007 [12]. According to this algorithm, agents are considered as objects and their performance is measured by their masses. Every object attracts every other object with gravitational force. Each agent in GSA is specified by four parameters: position of the mass in \( d \)-th dimension, inertia mass, active gravitational mass and passive gravitational mass. The positions of the mass of an agent at specified dimensions represent a solution of the problem and the inertia mass of an agent reflect its resistance to make its movement slow. Both the gravitational mass and the inertial mass, which control the velocity of an agent in specified dimension, are computed by fitness evolution of the problem. The GSA algorithm can be described as follows:
Step 1: Initialization
Randomly, initialize the positions of N agents within the given search space, $i$-th object is defined by:

$$X_i = (x_i^1, ..., x_i^d, ..., x_i^n)$$  \hspace{1cm} (1)

where, $x_i^d$ represents the positions of the $i$-th agent in the $d$-th dimension and $n$ is the space dimension.

Step 2: Fitness Evaluation of All Agents
Perform the fitness evolution for all agents at each iteration and also compute the best and worst fitness at each iteration defined as below:

$$best(t) = \min_{j \in \{1, ..., N\}} fit_j(t)$$  \hspace{1cm} (2)

$$worst(t) = \max_{j \in \{1, ..., N\}} fit_j(t)$$  \hspace{1cm} (3)

where, $fit_j(t)$ represents the fitness of the $j$-th agent at iteration $t$, $best(t)$ and $worst(t)$ represents the best and worst fitness at generation $t$ for minimization problems.

Step 3: Update Gravitational Constant
In GSA, the gravitational constant, $G$, will take an initial value, $G_0$, and it will be reduced with time using the following equation:

$$G(t) = G_0 e^{\frac{-at}{\text{iter}_{\text{max}}}}$$  \hspace{1cm} (4)

where $G_0$ is set to 100, $a$ is set to 20 and $\text{iter}_{\text{max}}$ is the maximum iteration number [12].

Step 4: Calculate the Agents’ Masses
According to [12] mass of each agent is computed after calculating current population’s fitness as:

$$M_i(t) = \frac{m_i(t)}{\sum_{i=1}^{N} m_i(t)}$$  \hspace{1cm} (5)

where, $M_i(t)$ is the mass value of the agent $i$ at time $t$.

$$m_i(t) = \frac{fit_i(t) - worst(t)}{best(t) - worst(t)}$$  \hspace{1cm} (6)

Step 5: Calculate the Agents’ Accelerations
To calculate the acceleration of each agent $i$ at iteration $t$, the force acting on the $i$-th mass from the $j$-th mass at $d$-th dimension and $t$-th iteration will be calculated according to Newton gravitation theory as below:

$$F_{ij}^d(t) = G(t) \frac{M_{pj}(t) M_{aj}(t)}{\|X_i(t) - X_j(t)\|^2 + \varepsilon} (x_j^d(t) - x_i^d(t))$$  \hspace{1cm} (7)

where, $M_{aj}$ is the active gravitational mass related to agent $j$, $M_{pj}$ is the passive gravitational mass related to agent $i$. $\|X_i(t) - X_j(t)\|^2$ is the Euclidian distance between two agents $i$ and $j$ at iteration $t$ and $G(t)$ is the computed gravitational constant at time $t$. $\varepsilon$ is a small constant [12].

The accelerations of the $i$-th agents at iteration $t$ is computed as below:

$$a_i^d(t) = \frac{F_i^d(t)}{M_i(t)}$$  \hspace{1cm} (8)
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where, \( F_i^d \) (t) is the total force acting on \( i \)-th agent calculated as:
\[
F_i^d(t) = \sum_{j \neq i} \text{rand}_j \cdot F_{ij}^d(t)
\]
(9)
where \( \text{rand}_j \) are a random numbers in the interval [0, 1].

**Step 6: Update the Velocity and Position of Each Agent**

Now, the velocity and position of each agent can be calculated using the following equations, respectively.
\[
v_i^d(t + 1) = \text{rand}_i \cdot v_i^d(t) + a_i^d(t)
\]
(10)
\[
x_i^d(t + 1) = x_i^d(t) + v_i^d(t + 1)
\]
(11)
where \( x_i^d \), and \( v_i^d \) represent the position, and velocity of \( i \)-th agent in \( d \)-th dimension, respectively. \( \text{rand}_i \) are uniform random variables in the interval [0, 1]. These random numbers are applied to give randomized characteristics to the search.

**Step 7: Repetition**

Repeat from Steps 2 to 6 are repeated until iterations reach their maximum limit. Return the best fitness computed at final iteration as a global fitness of the problem and the positions of the corresponding agent at specified dimensions as the global solution of that problem. Figure 1 shows the flowchart of the GSA algorithm. For the sake of brevity, the detailed concepts of CFO are excluded here where it is completely described before in [10].

Based on the theoretical comparison of GSA and CFO, we compared CFO and GSA in low-dimensional problem of ten variables. Since CFO searches for maxima, the negative of the functions is tested for CFO. In CFO, the position vector array is filled with random initialization of probes such as GSA. For both algorithms, the number of agents and the maximum number of iterations are set to 10 and 50, respectively.

### 3. Problem Formulation

Fig. 2 shows the antenna geometry with a random radiator shape to formulate the problem. The antenna is fed by 50Ω microstrip line with fixed width \( W_f = 3 \) mm and length \( L_f = 12.5 \) mm. The proposed antenna is to be fabricated on an FR-4 substrate with \( 30 \times 30 \) mm\(^2\) surface area, 1.5 mm thickness with a relative permittivity of 4.4 and loss tangent of 0.02. There is no ground metallization underneath the radiator for proper operation. The partial ground length \( L_g = 11.5 \) mm.

As shown in Fig. 2 the radiator shape changes with irregular steps in two directions \( x \) and \( y \). The steps in \( x \)-direction are denoted by \( x_1 \) to \( x_5 \) and allowed to be varied from 0.01 to 14.5 mm. However, the steps in \( y \)-direction are denoted by \( \Delta y_1 \) to \( \Delta y_5 \) and allowed to be varied from 0.01 to 5 mm taking into account the antenna symmetry around \( y \)-axis. The right half of the irregular radiator shape is represented as a group of polylines while the left half is a mirror image. The initial coordinate point \( P_0 \) has a fixed value of \( x_0 = W_f/2 \) and \( y_0 = L_f \). While the coordinates of the polylines \( (P_1, P_2, P_3, P_4, \text{and} \ P_5) \) written in Eq. (12) are arbitrarily adjusted by the optimization.
techniques such as GSA and CFO. This automated antenna design process will validate various shapes of optimized radiators that can achieve the goal of the design.

Fig. 1. Flowchart showing the main steps of the GSA algorithm.
Fig. 2. Initial geometry.

\[
\begin{align*}
P_0 &= (x_0, y_0) \\
P_1 &= (x_1, y_0 + \Delta y_1) \\
P_2 &= (x_2, y_0 + \Delta y_1 + \Delta y_2) \\
P_3 &= (x_3, y_0 + \Delta y_1 + \Delta y_2 + \Delta y_3) \\
P_4 &= (x_4, y_0 + \Delta y_1 + \Delta y_2 + \Delta y_3 + \Delta y_4) \\
P_5 &= (x_5, y_0 + \Delta y_1 + \Delta y_2 + \Delta y_3 + \Delta y_4 + \Delta y_5) \\
P_6 &= (-x_5, y_0 + \Delta y_1 + \Delta y_2 + \Delta y_3 + \Delta y_4 + \Delta y_5) \\
P_7 &= (-x_4, y_0 + \Delta y_1 + \Delta y_2 + \Delta y_3 + \Delta y_4) \\
P_8 &= (-x_3, y_0 + \Delta y_1 + \Delta y_2 + \Delta y_3) \\
P_9 &= (-x_2, y_0 + \Delta y_1 + \Delta y_2) \\
P_{10} &= (-x_1, y_0 + \Delta y_1) \\
P_{11} &= (-x_0, y_0) \\
\end{align*}
\]

Microsoft Visual Basic (VB) script is employed to connect the MATLAB and HFSS simulations in such an iteration that the initial model parameters in the script are simulated in HFSS to get an S-matrix, which is sent to the MATLAB to evaluate the fitness function and update the model parameters. Finally the updated model parameters are fed back into HFSS to get a renewed S-matrix. This iteration will carry on until the S-matrix values meet the set goals or until completing the maximum number of iterations. The goal is set to minimize \( S_{11} \) within the frequency range of 3.1 to 10.6 GHz as written in equation (13). The frequency interval is set to 0.1 GHz within the UWB frequency range.
The smaller the fitness is, the better optimization result obtained. The reflection coefficient $S_{11}$ of the optimized antenna should be below -10 dB in the UWB spectrum.

4. Results and Discussions

In this paper, five coordinates with ten parameters ($x_1$ to $x_5$ and $\Delta y_1$ to $\Delta y_5$) need to be optimized within their optimization range to achieve the UWB specification. Figures 3a and 3b show the geometries of five UWB antennas their radiators are optimized using GSA and CFO, respectively. Table 1 shows the optimized radiators dimensions for each scenario, and the corresponding impedance bandwidth of simulated $S_{11}$ in addition to the average required processing time either using GSA or CFO algorithm.

Figures 4a and 4b show the simulated reflection coefficient $S_{11}$ (dB) of UWB antennas scenarios optimized by GSA and CFO, respectively. It is observed that the different scenarios can cover the UWB spectrum. For example, the optimized antenna in scenario (i) using GSA has a bandwidth of 7.17 GHz starting from 3.47 GHz to 10.64 GHz compared to a bandwidth of 9.33 GHz starting from 3.5 GHz to 12.83 GHz below -10 dB for the optimized antenna (scenario vi) using CFO.
Table 1.
The optimized dimensions of UWB antennas

<table>
<thead>
<tr>
<th>Parameters (mm)</th>
<th>Decision space (mm)</th>
<th>Optimum values GSA</th>
<th>CFO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(i)</td>
<td>(ii)</td>
</tr>
<tr>
<td>x₁</td>
<td>0.01 → 14.5</td>
<td>7.32</td>
<td>7.46</td>
</tr>
<tr>
<td>x₂</td>
<td></td>
<td>7.08</td>
<td>7.58</td>
</tr>
<tr>
<td>x₃</td>
<td></td>
<td>9.67</td>
<td>8.32</td>
</tr>
<tr>
<td>x₄</td>
<td></td>
<td>6.54</td>
<td>9.83</td>
</tr>
<tr>
<td>x₅</td>
<td></td>
<td>6.61</td>
<td>6.39</td>
</tr>
<tr>
<td>Δy₁</td>
<td>0.01 → 5</td>
<td>0.41</td>
<td>0.47</td>
</tr>
<tr>
<td>Δy₂</td>
<td></td>
<td>4.61</td>
<td>2.05</td>
</tr>
<tr>
<td>Δy₃</td>
<td></td>
<td>2.69</td>
<td>3.75</td>
</tr>
<tr>
<td>Δy₄</td>
<td></td>
<td>3.16</td>
<td>4.02</td>
</tr>
<tr>
<td>Δy₅</td>
<td></td>
<td>2.83</td>
<td>3.20</td>
</tr>
</tbody>
</table>

Bandwidth of simulated $S_{11}$ (GHz)

Average processing time (Hours)
Figure 5, shows the normalized global best and average fitness of the GSA and CFO algorithms for UWB antenna design. The optimization is executed for 10 independent trials for each algorithm. Comparing the global best fitness of two algorithms, the GSA is found to be faster convergence than the CFO algorithm by 18%. Also, it can be depicted that, the normalized average fitness of GSA technique has a better performance than the CFO algorithm in terms of the computed final fitness values with approximately 4%. As depicted in Table 1, the average required processing time for GSA run to get the result is about 4.81 hrs compared to 5.28 hrs for CFO on a 64-bit Dell Studio XPS 8100 (Intel® Core™ Core i7 CPU@ 2.93 GHz).

Optimized dimensions of the proposed planar UWB antennas (scenarios i and vi) as presented in Table 1 are fabricated on a cheap FR4 substrate as shown in Figure 6. The antennas have been measured using an Agilent 8719ES network analyzer.

**Fig. 4.** The simulated reflection coefficient of optimum UWB antennas.
Fig. 5. The normalized global best and average fitness of the GSA and CFO algorithms for UWB antenna design versus the iteration number.

![Graph showing normalized fitness vs iteration number](image)

**Fig. 6.** Photograph of fabricated antennas (scenarios i and vi).

Figure 7 shows the curves of measured and simulated voltage standing wave ratio (VSWR) of the UWB antennas (scenario i and scenario vi), a reasonable agreement between simulated VSWR and measured one is observed in the UWB spectrum. The differences between them are attributed to factors such as SMA connector effects, fabrication imperfections, and inappropriate quality of the FR4 substrate.

The radiation patterns of the optimized antennas in x-z and y-z planes at different frequencies of 4 GHz, 7 GHz and 10 GHz are illustrated in Figure 8. The results showed a nearly omnidirectional pattern in the H-plane and the monopole-like radiation patterns in the E-plane. Figure 9 depicts the simulated peak gain for the optimized antennas i and vi. It is found that, an acceptable gain is obtained for both antennas wherein the peak gain of the GSA and CFO optimized antennas are varied from 0.95 dB to 5.45 dB and from 0.91 dB to 5.2 dB, respectively; over the operating frequency range 3.1 GHz to 10.6 GHz. The radiation efficiencies of the optimized antennas are illustrated in Figure 10. It is clear that both antennas achieved an
acceptable radiation efficiency varied from 95% to 82% and from 94.5% to 87.4% for GSA and CFO, respectively.

**Fig. 7.** Measured and simulated VSWR of the UWB antennas (scenario i and scenario vi).

### 5. Conclusions

In this paper, planar UWB antennas with irregular radiator shapes are designed using GSA optimization technique. The GSA optimization combined with the finite element method based simulator, HFSS to design and optimize the proposed antennas. The results are compared with those obtained using CFO algorithm. The proposed approach successfully obtained the desired goal of good properties of bandwidth and radiation pattern in the band of interest. Finally, the comparison between GSA and CFO in the UWB antenna design showed that, the GSA has better performance than the CFO algorithm in terms of computed final fitness values and computational time.
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Fig. 8. Simulated radiation patterns of the optimized UWB antennas using GSA and CFO in xz- and yz- planes at different frequencies.
Fig. 9. Simulated peak antenna gain versus frequency of the UWB antennas optimized by GSA and CFO.

Fig. 10. Simulated radiation efficiency versus frequency of the UWB antennas optimized by GSA and CFO.
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