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ABSTRACT

Many wireless channel behavior exhibits approximate sparse modeling in time domain, therefore compressive sensing (CS) approaches are applied for more accurate wireless channel estimation than traditional least squares approach. However, the CS approach is not applied for multicarrier data information recovery because the transmitted symbol can be sparse neither in time domain nor in frequency domain. In this paper, a new Sparse Frequency Division Multiplexing (SFDM) approach is suggested to generate sparse multicarrier mapping in frequency domain based on the huge combinatorial domain. The subcarriers will be mapped in sparse manner according to data stream for taking advantages of multicarrier modulation with lower number of subcarriers. The number of activated subcarriers is designed to achieve the same as Orthogonal Frequency–Division Multiplexing data rate under lower signal-to-noise ratio. The proposed approach exploits the double sparsity of data symbol in the frequency domain, and channel sparsity in the time domain. The same CS approach for both data recovery and adaptive channel estimation in a unified sparsely manner is used. The suggested framework can be used with any non-orthogonal waveform shaping and can work efficiently without any prior information about neither the channel sparsity order nor searching for the optimum pilot patterns.
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1. Introduction

Multicarrier (MC) communication gives a solution for sever inter-symbol interference (ISI) in high data rates by dividing the high data rate into smaller sub-streams with lower rates which can be loaded on independent sub-carrier. The OFDM system is a special form of MC that has orthogonal sub-carriers which has been applied in many wireless standards. The orthogonality condition allows spectrum overlapping without interference between subcarriers, hence, more efficient spectrum usage. Also, it has simple generation and recovery via simple and fast FFT operation. Moreover, it has simple channel equalization as simple one complex multiplication
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per subcarrier in the frequency domain. On the other hand, the OFDM shortcomings are the high Peak-to-Average Power Ratio (PAPR), high Out-Off-Band (OOB) emission due to large side-lobes of rectangular window (large number of null guard subcarriers at spectrum edges, about 20 % of the total allocated spectrum Bandwidth [1]), cyclic prefix (CP) overhead that adds nearly 25 % of the symbol time, sensitivity to Doppler frequency shift, and Carrier Frequency Offset (CFO) [1-3]. Hence, the current direction is to get rid of the orthogonality limitations of the OFDM, and relay on a new non-orthogonal waveform design [4-8]. Good comparison among current competing multicarrier candidates is presented in [6]. It demonstrates the main rules that can be used for judging a communication technique. Moreover, as reported in [8], the employment of non-orthogonal pulses is optimum for minimizing ISI and ICI in double dispersive channels. However, sacrificing by the orthogonality results in better spectral usage at the cost of complex recovery.

Filter Bank Multicarrier (FBMC) finds increasing interest. It allows successive symbol overlap through data staggering on alternate in-phase and quadrature sub-channels. It exploits the staggered structures to achieve flexibility on filter design while maintaining the spectral efficiency of the unity time-bandwidth product. The spectral efficiency is due to working without CP and using smooth pulse shape, but at the cost of increased complexity due to the replacement of IFFT/FFT in OFDM with the filter banks and more complex equalization [9]. Our focus is to investigate that trend of incorporating non-orthogonal multicarrier schemes of arbitrary waveform other than rectangular waveform associated with OFDM system.

Orthogonality loss through windowing or shortening symbol interval (observation time) gives rise to spectral leakage between subcarriers due to boundary discontinuity. Therefore, it reduces spectral resolution resulting from Fourier analysis [10]. In resolving the problem, recalling sparse super-resolution tool can resolve the spectral lines of windowed symbol where Fourier tool fails. Super-resolution spectral estimation is introduced in literature, [11], [12], and continually discussed in recent research through spectral compressive sensing (SCS), [13]. It exploits prior knowledge of sparsely structure embedded in the signal for achieving super-resolution spectral estimation.

The original CS theory allows sparse signal recovery from under-sampled measurements under sparsity and bases incoherence constraints to enable signal compression while it is being acquired [14]. Moreover, it provides super-resolution ability of decomposing the signal into its sparsest components from proper over-complete dictionary. In this paper, the super-resolution ability of sparsity based CS approaches will be exploited in resolving non-orthogonal MC modulation. CS approaches cannot be applied directly on the conventional MC modulated signals for data recovery because that signal doesn’t satisfy sparsity constraint. Therefore, special sparsity mapping will be suggested for this purpose.

Exploiting enhanced recovery precision of sparsity approximation algorithm even under lower SNRs and reducing frequency spacing is the main motivation for the proposed sparsity mapping. Therefore, the achieved superior Bit-Error-Rate (BER) performance stems as a natural consequence of replacing conventional signal processing algorithms (such as filter bank and Fourier analysis) with the recently arising sparsity-based signal processing.

In this paper, sparsifying coding based on combination manner is suggested. Loading small number of subcarriers from the available subcarriers provides the frequency domain sparsity. By double sparsity of data (in the frequency domain) and channel (in the time domain), it is easy to incorporate the same hardware for both data recovery and channel
estimation with two different dictionaries. Then, the advantages of the proposed sparsifying mapping can be summarized as follows: (1) Unifying data/channel estimation in compressive sensing framework, (2) Exploiting super-resolution ability of CS-based approaches in resolving non-orthogonal MC systems, (3) Avoiding the problem of searching for optimum pilot pattern allocation, (4) unlike CoSaMP [25], the proposed system don’t have the prior knowledge constraint of channel sparsity order (number of dominant paths of the channel) which is not available practically, and (5) Spectral efficiency resulting from minimizing training symbol rate and lower side lobes power concerned to non-orthogonal waveform. The rest of the paper is organized as follows. Section 2 overviews the application of CS on estimating channel sparsity. The followed sparse approximation tool is presented in Section 3. The proposed scheme along its complexity is introduced in Section 4 including combinatorial mapping, data/channel dictionaries and adaptive equalization. Then, the simulation results are introduced in Section 5. Finally, Section 6 concludes the paper.

2. Compressive sensing sparse channel estimation

Recently, CS approaches have given more attention in the field of system identification such as wireless channel estimation. Basically, many practical wireless channel behaviors can be modeled by impulse response having few and distributed (sparse) number of taps. This behavior becomes clearer in large BW signal, longer symbol interval and large number of antennas. Under channel sparsity, the application of recently proposed CS approaches introduces much better accurate channel estimation with aid of much less training pilots than traditional LS technique [16 - 24]. In [17], Matching Pursuit (MP) algorithm was applied in channel estimation of UWB system. Also, the work in [15] presents symbol detection along with channel estimation in UWB. While the nature of Ultra Wide Band (UWB) communications allows for double sparsity in time domain for both transmitted data information pulses besides channel impulse response [15], multicarrier (MC) systems cannot exhibit data sparsity neither in time domain nor in frequency domain. The proposed approach in [18] deals with the CS based channel estimation of multicarrier case in general. It compares the performance of three CS algorithms: Basis Pursuit (PB), Orthogonal Matching Pursuit (OMP) and Compressive Sampling Matching pursuit (CoSaMP). It is concerned in achieving spectral saving through reducing number of pilot symbols. Operation at OFDM with reduced speed of the analog-to-digital converter (ADC) on channel estimation part is introduced in [20].

Sparsity-based solutions can be classified into two main groups, namely, convex optimization and greedy algorithms [25]. Because the performance of the greedy methods is more influenced by coherence of the used measurement matrix, there is a problem of optimum pilot allocation [26]. Many studies are presented for minimizing mutual coherence of the measurement matrix and searching for optimum pilot pattern [25-32], which can be avoided in the suggested framework in this paper. While traditional OFDM channel estimation depends on the interpolation of equally spaced pilot subcarriers, equally spaced pattern may not be the optimum pattern in respect to CS approaches. The problem of optimum pilot pattern allocation takes a lot of study. The optimal pilot pattern was found to be the randomly generated pattern. But, due to difficulty of random patterns support, there are many algorithms for searching for the optimum deterministic patterns [27, 28, 31-33].
3. Sparse iterative covariance-based estimation (SPICE)

SPICE is a robust high resolution sparse estimator. It is our choice to be applied on the problem of sparse data/channel estimation. It provides sparse parameter estimation for the following traditional linear model:

\[ y = B x + e \] (1)

Where, \( y \in \mathbb{C}^M \) is observation vector, \( B = (b_1, b_2, \ldots, b_N) \in \mathbb{C}^{M \times N} \) is the regression matrix (measurement dictionary), \( x \in \mathbb{C}^N \) denotes the unknown sparse parameter vector with the number of measurements \( M \) can be less than number of regression vectors, \( N \), and \( e \) is unknown additive noise. It is required to choose such dictionary (domain) that allowing estimation of the sparse representation \( x \) for the observation signal \( y \). The prior-knowledge of sparsity presented in the parameter vector can be exploited in the solution of the following constrained LS problem where the sparsity condition is included through the \( l_1 \)-norm.[34]

\[
\min_{\{x_k\}} \left\| y - \sum_{k=1}^{N} b_k x_k \right\|^2 \quad \text{s.t.} \quad \|x\|_1 = \sum_{k=1}^{N} |x_k| \leq \mu 
\] (2)

Where \( \| \cdot \|_1 \) stands for \( l_1 \)-norm, and \( \mu \) is certain threshold specified by the user. That can be interrupted as a weighted, hyperparameter-free square-root LASSO.[40]

\[
\arg \min_{x} \| y - B x \|_2 + \|Dx\|_1 
\] (3)

Where \( D = \text{diag} \left( \sqrt{\frac{\|b_1\|_2^2}{M}}, \ldots, \sqrt{\frac{\|b_N\|_2^2}{M}} \right) \). The main advantages of SPICE can be summarized as follows; 1) it doesn’t need the knowledge of sparsity order (number of significant elements or number of channel taps w.r.t channel model), 2) it operates in iterative manner with global convergence (convexity), 3) it is adapted for complex-valued data and parameters as simply as real-value, 4) and it is more accurate than its competitive algorithm BP [38]. Hence, it can be deduced that SPICE can be more accurate than any variants of MP algorithm which were widely used in previous CS-based channel estimation algorithms. Iterations loops are performed between covariance matrix computation and power estimate update with constant weights. Complete derivation, explanation, and suggested fast implementations of SPICE can be found in [34-40]. Moreover, its MATLAB implementation is published on the author’s page [39, 40].

4. The Proposed unified sparse data/channel estimation framework

It is a new MC scheme operating entirely in CS domain through sparsely mapping subcarriers for allowing the sparse CS approaches to be applied on sparse subcarriers data recovery in the frequency domain as well as sparse channel estimation in the time domain. Figure 1 shows the block diagram of the proposed “Unified sparse data/channel estimation framework”. In the following Subsections, the proposed framework will be explained in details.

4.1. Combinatorial sparse frequency division multiplexing (SFDM)

MC is robust against ISI but at the cost of its extremely higher PAPR. Sparsity based super-resolution approaches cannot be exploited directly for data recovery in Multicarrier modulation neither in the time domain nor in the frequency domain. Intermediate case between the two types is suggested by reusing the available large number of subcarriers in
such different manner that can result in better sparse frequency representation while regarding the achieved bit rate of traditional MC systems. By loading only $N_S$ active subcarriers taken out from $N_T$ available subcarriers $N_S < N_T$. The information doesn’t reside in active or passive subcarriers, but it can be recovered from the subcarriers distribution between passive and active or their combination. Figure 2 illustrates the difference between normal denes (top) against the suggested sparse (bottom) multi-carrier.

![Fig. 1. Block diagram of the proposed “Unified sparse data/channel estimation framework”](image1)

![Fig. 2. Denes against sparse MC modulation](image2)

It is known that the combination is a way of selecting (activating) $N_S$ subcarriers out of a collection $N_T$ (total available subcarriers in the frequency band) while the order of selection is not important. The number of possible combinations can be given as follows:

$$C = \binom{N_T}{N_S} = \frac{N_T!}{N_S! \cdot (N_T - N_S)!}$$

Where $!$ stands for the factorial.

That recalls combinatorial number system which can provide rapid unique representation for each possible combination arranged in lexicographic order [44-46].
Combinations are assumed to be ordered in a predefined (or assumed) order that can be computed easily, where the mapping process from the order index to the combination pattern and its reverse belong to combinatorial number algorithms.

For each resultant combination there is \( M \) possible modulation state (\( M=2 \) for BPSK & \( M=4 \) for QPSK) for each subcarrier. Then the overall possible combinations of \( N_S \) subcarriers out of \( N_T \) is equal \( M^{N_S} \times \binom{N_T}{N_S} \). The equivalent decoded bits can be computed by taking \( \log_2 \) of the possible combinations as follows:

\[
d = \log_2 \left( M^{N_S} \times \binom{N_T}{N_S} \right) \text{ bits}
\]  

(5)

Each data block consisting of “d” bits can be seen as the combination address (position index) for a certain combination. In the transmitter side, sparsity mapping is a process of picking the combination corresponding to the given combination index. The reverse process (sparsity de-mapping) is performed in the receiver side. For example, assume the system with 64 subcarriers, \( N_T = 60 \) (let 4 as guard subcarriers at edges), and the active (selected) subcarriers \( N_S \) is changed from 1 to 20. Then, the coded bits against \( N_S \) will be changed as shown in Fig. 3.

![Fig. 3. combination coded bits against active subcarriers](image)

From Figure 3, it is clear that the bit rate of the 64-subcarrier of the OFDM system (IEEE, 802.11, QPSK modulated, \( 1/2 \) channel coding: 48 active data subcarriers + 4 active pilots + 12 Null), can be achieved using only 8 active, sparsely scattered with QPSK modulated subcarriers from the available 64 frequency bins instead of activating 52 subcarriers simultaneously. The main drawback of this approach is that an error of any subcarriers will cause an error in all symbol block. But, the robust sparse recovery technique guarantees acceptable recovery levels.

### 4.2. Symbol generation and waveform shaping (transmitter system)

In the proposed system, instead of transmitting the data using all subcarriers, the data are transmitted using sparse number of subcarriers. As shown in Fig. 1, the input data stream of length “d” bits will be converted into parallel form and mapped into coded combination corresponds to that bit pattern. The resultant sparse coding \( (x_S) \) will be considered as sparse frequency representation of multicarrier system. The IFFT of \( (x_S) \), will result in the equivalent time domain symbol. To that point the time domain signal represents sparse orthogonal modulated subcarriers. By applying arbitrary waveform
shaping (W) such as Hamming, Hanning, Kaiser, Gaussian or any other known windows [9], the symbol becomes non-orthogonal modulated subcarriers. Without loss of generality, the exponentially damped waveform shaping [47] (shown in Fig. 4) will be considered. The motivation of using the Exponentially damped (ED) window is that; (1) the damping window has highly attenuated end, hence, the symbol is terminated with lower energy with respect to its start, (2) Any partially overlap (at maximum, about 25% of symbol interval, corresponding to maximum channel spread) between consecutive symbols, will be considered an acceptable interference, and (3) the feature of the exponentially damped window allows transmission of consecutive symbols without Guard Interval (GI) or cyclic prefix (CP). Figure 5 shows the comparison between the ISI in case of original OFDM without CP, and the ISI in the damped case without GI. From this figure, it can be shown that using damped window has lower ISI without using GI compared to the conventional OFDM without using CP.

![Exponentially Damped window](image1)

**Fig. 4.** exponentially damping waveform

![Partially overlapped OFDM symbols](image2)

![Partially overlapped damped OFDM symbols](image3)

**Fig. 5.** ISI effect in both un-damped OFDM and damped case

### 4.3. Channel measurement matrix

The received signal is the sum of all multipath copies (scaled and delayed) of the transmitted signal $x_{\text{trans}}$. In training based channel estimation, the transmitted training symbol $x_{\text{trans, training}}$ is known in the receiver. The received symbol $y_{\text{rec}}$ is resulting from convolving $x_{\text{trans, training}}$ with the unknown sparse channel impulse response ($h$).

$$y_{\text{rec}} = \text{conv} \left( x_{\text{trans, training}} , h \right) + e$$

$$= B_{\text{ch, training}} . h_s + e \quad (6)$$

Where, $h_s = \left( h_0 h_1 h_2 \ldots \ldots \ldots h_{L-1} \right)^T$ represents L taps channel impulse response and $e$ is the additive noise error. Eq. (6) can be reformed in matrix form [24, 25, 29] by
forming convolutional Toeplitz matrix from $x_{\text{trans,training}}$, where they incorporate CP. Due to using the smoothly ended (damped) non-orthogonal waveforms and assume that the maximum channel spread is no longer than 25% of symbol length, ISI between consecutive symbols can be neglected. Therefore, the convolution matrix can be written as follows:

$$B_{\text{chtraining}} = \begin{pmatrix} x_{tr0} & 0 & 0 & \ldots & 0 \\ x_{tr1} & x_{tr0} & 0 & \ldots & 0 \\ x_{tr2} & x_{tr1} & x_{tr0} & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ x_{trM-2} & x_{trM-3} & x_{trM-4} & \ldots & x_{tr0} \\ x_{trM-1} & x_{trM-2} & x_{trM-3} & \ldots & x_{trM-L-1} \end{pmatrix}$$

### 4.4. Data measurement matrix ($B_d$)

The data measurement matrix is windowed Fourier bases (equally spaced) subcarriers in the allocated bandwidth (BW). Let, the total numbers of possible subcarriers $N_T$ equals the number of columns of the measurement matrix $B_d \in \mathbb{C}^{M \times N_T}$, and $y_{eq} \in \mathbb{C}^M$ represents the equalized symbol which approximates the transmitted symbol $x_{\text{trans}}$. Let $x_s \in \mathbb{C}^{N_T}$ is the required sparsely coded subcarriers vector. i.e.,

$$y_{eq} \approx x_{\text{trans}} = B_d \ x_s + e$$

$$B_d = F \odot W$$

Where

$$F = \begin{pmatrix} 1 & 1 & e^{j\omega_1} & e^{j\omega_2} & \ldots & e^{j\omega_{N-1}} \\ 1 & e^{j2\omega_1} & e^{j2\omega_2} & \ldots & e^{j2\omega_{N-1}} \\ 1 & e^{j3\omega_1} & e^{j3\omega_2} & \ldots & e^{j3\omega_{N-1}} \\ 1 & e^{j4\omega_1} & e^{j4\omega_2} & \ldots & e^{j4\omega_{N-1}} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & e^{jM\omega_1} & e^{jM\omega_2} & \ldots & e^{jM\omega_{N-1}} \end{pmatrix}$$

$$W = \begin{pmatrix} w_0 & w_0 & \ldots & w_0 \\ w_1 & w_1 & \ldots & w_1 \\ \vdots & \vdots & \ddots & \vdots \\ w_{M-1} & w_{M-1} & \ldots & w_{M-1} \end{pmatrix}$$

$$x_s = \begin{pmatrix} x_0 \\ x_1 \\ \vdots \\ x_{N-1} \end{pmatrix}$$

$$y_{rec} = \begin{pmatrix} y_{rec0} \\ y_{rec1} \\ \vdots \\ y_{recM-1} \end{pmatrix}$$

Where $F$ the Fourier matrix with each column represents subcarrier and $W$ is the used waveform. Note that $(\odot)$ represents a simple element-by-element multiplication. It is the role of the super-resolution sparse approach to estimate the sparse channel $h_s$ from Eq. 6, and the sparsely coded data $x_s$ from Eq. 7.

### 4.5. Adaptive equalization

As in training based channel estimation scheme, the training symbols are time multiplexed periodically with data symbols by certain rate to allow following channel variation at receiver side. By incorporating adaptive equalization, the rate of training symbol transmission overhead can be reduced, hence increasing data rate. As soon as the sparse coded symbol ($\hat{x_s}$) being recovered from $y_{eq}$ by the aid of data dictionary, it can be reused for playing the role of training symbol, by taking IFFT transform and waveform shaping for reproducing the time
symbol as generated in transmitter side, hence, reconstructing training matrix from it. By that, the needed rate of training symbols can be reduced, because each recovered symbol will be exploited as training symbol for next symbol equalization. Original agreed training symbol can be requested by receiver in case of remarking increased error rate at receiver side. The steps of the proposed approach can be shown in the following algorithm:

4.6. The Computational complexity of the proposed approach

In the proposed approach, the transmitter complexity is similar to the OFDM system; however, the receiving operation is more complex. The receiver computational complexity is related to the applied CS algorithm. In this paper, the SPICE is used for sparsity approximation; hence, it imposes its complexity on the proposed scheme.

The SPICE complexity is of the order \( O(N^2) \) per iteration which is corresponding to the DFT complexity. The number of iterations is adjusted according to the SNR of the received signal. More efficient implementation of the SPICE based on the Gohberg-Semencul (G-S) factorization is presented in [36] for array processing which may be exploited in multi-input-multi-output (MIMO) extension.

Although sparsity approximation algorithms (such as SPICE and OMP) are more complex than FFT complexity employed in the OFDM transmission/recovery, it is not fair to be compared with the OFDM system for the following reasons:

1) Fourier analysis is not succeeded under non-orthogonal schemes.
2) Fourier analysis does not utilize the benefits resulting from the signal embedded sparsity.
3) Sparsity approximation algorithms can provide better BER performance along with the proposed sparsity mapping (it will be described later).
4) Also, under the hardware realization, the proposed scheme doesn’t require independent implementation for channel estimation and data recovery modules as a direct consequence of double sparsity employment. The same hardware module can be utilized for both data detection /channel estimation.
5) Proposed CS-based scheme doesn’t employ any channel coding and decoding overhead/complexity (such as convolutional coding or LDPC coding) without performance degradation. Moreover, it achieves better performance than the coded-OFDM system under lower SNRs.

Hence, the fair comparison may be performed with the non-orthogonal MC schemes such as the FBMC system.

In general, the optimum CS algorithm, the computational complexity, the recovery success rate, the required number of iterations and the operating SNR is considered an open problem for further research in achieving the optimum sparsity approximation performance [41- 43].
5. Simulation results

This section demonstrates the previously supposed advantages of the proposed scheme. First, the data/channel recovery using the proposed framework will be shown for non-orthogonal waveform. Then, sparsity adaptation versus channel coding strategy will be confirmed. The next point is the problem of pilot pattern coherence and how to avoid its effects. The effect of sparsely coding on symbol energy and PAPR will be shown based on rectangular window used for normal OFDM. At the end, spectrum efficiency will be compared to conventional OFDM.

5.1. Channel estimation

The data symbols will be formed in EDS (Exponentially damped Sinusoidal) model in transmitter side at single damping factor (set to 0.035) with sparsely coded subcarriers. The modulation type is QPSK for active subcarriers $N_S = 20 , N_T = 60$ under SNR=20 dB. As shown in Fig. 6a, it presents the received and equalized symbols due to the supposed and estimated channels in Fig. 6b.

Analysis of the channel estimation error is out of scope of the proposed scheme because it is not limited to certain sparsity approximation algorithm. It shares the same recovery precision of the already applied algorithm under random selected pilot’s patterns. The novelty of the proposed originates from allowing the reuse of the same sparsity approximation algorithm in estimating the channel sparsity to reapply the data recovery after the sparsity mapping.

Pseudo Code for the Proposed Algorithm

1. Apply SPICE
   - Estimating channel $h_s^{(i)}$ from received symbol $y_{rec}^{(i)}$ for symbol “i” with aid of $B_{ch, training}$.
2. Channel Equalization
   - Getting equalized symbol $y_{eq}^{(i+1)}$ from $y_{rec}^{(i+1)}$ depending on $h_s^{(i)}$.
3. Apply SPICE
   - Estimating sparsely coded data $x_s^{(i+1)}$ from $y_{eq}^{(i+1)}$ with the aid of $B_d$.
4. Bit Stream Recovery
   - De-mapping $x_s^{(i+1)}$ to produce original bit stream.
5. Adaptive Channel Estimation
   - $x_s^{(i+1)} \rightarrow x_p^ {pilots}$
     //reconsider sparse coded subcarriers $x_s^{(i+1)}$ as the recent pilot symbol pattern.
   - Reconstructing $x_{trans}^{(i+1)}$ from $x_s^{(i+1)}$, by taking IFFT & waveform shaping
   - $x_{trans}^{(i+1)} \rightarrow x_{trans-training}^{(i+1)}$
     //Reconstruct transmitted training signal $x_{trans}^{(i+1)}$ from the assumed pilot symbol $x_s^{(i+1)}$
6. Reconstructing new $B_{ch-training}^{(i+1)}$ from $x_{trans-training}^{(i+1)}$
7. Increment $i$
8. Return to step 1
5.2. Sparsity adaptation versus channel coding

The purpose of adding channel coding redundancy is to correct possible errors resulting at low SNR levels. Increasing coding redundancy increases signal immunity at cost of reduced data bits. With respect to our proposed SFDM and based on the observation that under given SNR, the probability of correct sparse data recovery varies depending on sparsity level \((S=N_S/N_T)\). By decreasing “\(S\)”, signal sparsity order was enhanced; hence better recovery under lower SNR levels. New data protection strategy can be defined as varying the sparsity level instead of traditional channel coding based on redundancy insertion. (Note that increasing \(S\) beyond certain level is not allowed because it destroys sparsity constraint and degrades the overall performance). The following table provides analogy between channel coding rate of conventional OFDM system and the sparsity level adaptation suggested in our sparse multicarrier modulation (SFDM) system. Figure 7, represents acceptable data recovery under sparsity adaptation \((N_S; 16 – 3)\) for various SNRs (from 20 – 0 dB).

It is worth mentioning that the simulations (in Fig. 7) was performed on ED window which exhibits severe attenuation and therefore, lower energy per symbol w.r.t other waveforms such as the Hanning waveform. So, the expected recovery performance for other waveforms is better under the same SNRs.

In [42], exact recovery performance of the sparsity approximation algorithms is sensitive to the signal sparsity order. It is observed in Fig. 7, where the accepted sparsity recovery of high/low sparsity order\((S)\) is achieved along with corresponding high/low SNRs. As shown in Fig.7.d, it has only acceptable recovery when \(N_S = 3\) active subcarriers from \(N_T = 60\) total subcarriers under extremely low SNR 0 dB. The increased noise power appears in...
increasing the estimated power (noise floor) at inactive (passive) subcarriers. The correct active subcarriers still have the largest power levels and can be easily distinguished from the passive subcarriers. The choice of the loaded sparsity level \( S = \frac{N_k}{N_T} \) corresponding to operating SNR is very important for achieving accepted recovery level.

\[
\text{(a)} \quad S = \frac{N_k}{N_T} = \frac{15}{64}, \text{SNR} = 20\text{dB}
\]

\[
\text{(b)} \quad S = \frac{N_k}{N_T} = \frac{10}{64}, \text{SNR} = 10\text{dB}
\]

\[
\text{(c)} \quad S = \frac{N_k}{N_T} = \frac{5}{64}, \text{SNR} = 5\text{dB}
\]

\[
\text{(d)} \quad S = \frac{N_k}{N_T} = \frac{16}{64}, \text{SNR} = 20\text{dB}
\]

Fig. 7. Sparsity adaptation strategy according to operating SNR.
Table 1.
Sparsity adaptation versus channel coding

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Coding rate (R)</th>
<th>Coded bits per subcarrier</th>
<th>Data bits per OFDM symbol</th>
<th>Proposed SFDM (Sparse Frequency Division Multiplexing)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sparsity level $S=N_S/N_T$ (where $N_S$ active subcarriers, $N_T$ total subcarriers)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IEEE 802.11a [48] (48 active data subcarriers + 4 active pilots + 12 Null)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPSK</td>
<td>1/2</td>
<td>1</td>
<td>24</td>
<td>5/60</td>
</tr>
<tr>
<td></td>
<td>3/4</td>
<td>1</td>
<td>36</td>
<td>8/60</td>
</tr>
<tr>
<td></td>
<td>without coding</td>
<td>1</td>
<td>48</td>
<td>11/60</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>2</td>
<td>48</td>
<td>8/60</td>
</tr>
<tr>
<td></td>
<td>3/4</td>
<td>2</td>
<td>72</td>
<td>15/60</td>
</tr>
<tr>
<td></td>
<td>without coding</td>
<td>2</td>
<td>96</td>
<td>20/60</td>
</tr>
</tbody>
</table>

As shown in Fig. 8, for SNR greater than 3 dB, the proposed SFDM drastically reduces the Bit-Error-Rate (BER) compared to the conventional OFDM. In this figure, the coding rate is adjusted to $1/2$ for conventional OFDM and the sparsity level, while in the proposed SFDM the coding rate is adjusted to $8/60$.

![Fig. 8. BER comparison versus SNR](image)

One observation can be emphasized from Fig. 7 and 8, that each sparsity level has corresponding SNR for accepted recovery success rate. Sudden BER reduction w.r.t the proposed SFDM scheme occurs at SNR corresponding to the signal sparsity order. Justification of sudden BER reduction at extremely lower SNR, than required SNR for conventional coded OFDM, is stemming from the inspired robust performance of the sparsity approximation algorithms.

5.3. Avoiding searching for optimum pilot pattern

Sparse subcarriers can be considered as randomly generated according to the sparsely coded information bits which usually exhibits random style. Due to the double role played by the transmitted symbol, (first as data symbol, second as random pilot symbol after data recovery for updating channel state information), it has equivalently high pilot symbol rate with random pilot pattern. That randomness is the preferred pilot pattern with respect to the CS based estimators.
For the worst conditions of the pilot pattern consisting of high coherence (that degrades sparsity approximation performance) components (such as consecutive subcarriers), the symbol can be dropped from updating channel estimation stage only, while the data can be recovered as shown in Fig. 9. This figure proves the case of acceptable recovery even for consecutive subcarriers.

5.4. Reducing Symbol Energy and PAPR upper bound

Due to the summation of large number of subcarriers in MC modulation, there is large probability for summing in such moment constructively giving rise to too large peaks w.r.t its average [49]. In that section, the effect of sparsely mapped subcarriers on both energy and PAPR will be demonstrated under the same waveform shape. To make fair comparison, normal OFDM signal is compared against SFDM under the same rectangular window as shown in Fig. 10a. Sparsely coding subcarriers (with active 8 subcarriers) lead to the predicted reduced symbol energy of about 0.25; while normal OFDM (densely modulated subcarriers) produces symbol energy of about 1.625. Energy reduction per the same transmitted bit rate represents a critical point for mobile battery based systems. Improved energy efficiency stems from the fact that the proposed SFDM activates lower number of sinusoidal subcarriers in symbol creation and the information was conveyed through pattern distribution of the subcarriers between active/passive states. On the other hand, without applying any PAPR reduction technique, Fig.10b, demonstrates the reduced PAPR for sparsely coding subcarriers.

6. Conclusion

In this paper, a combinatorial multicarrier sparsifying (mapping) formulation in frequency domain was presented. Activating smaller number of subcarriers from the whole available (according to combinatorial mapping) gives rise to frequency domain sparsity. The double sparsity of the formulated sparse data model in frequency domain besides the already known channel sparsity in time domain, give us the chance for applying the same sparsity based super-resolution algorithm for jointly recovering data and channel under any non-orthogonal waveform shape. The sparsely subcarrier mapping seems as random subcarriers pattern that was exploited for adaptive equalization with minimum pilot symbols and without need for knowing neither channel sparsity order nor optimum pilot pattern search. It is worth mentioning that the proposed SFDM takes advantages of multicarrier system with reduced number of subcarriers. Spectral efficiency comes from the supported non-orthogonal smooth waveform and reduced GI, along with minimizing pilot symbol rate. Moreover, reducing number of active subcarrier has attractive consequences on PAPR reduction and energy saving per symbol. Based on the observation that, sparser signal can be recovered even under lower SNR ratios, Sparsity adaptation was introduced as alternative strategy instead of redundancy based channel coding.
Corresponding immunity can be provided through increasing sparsity (by decreasing number of active subcarriers). Finally, the proposed scheme can be adapted to append the modulation group candidates in serving 5G mobile communications.
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**Fig. 10.** (a) sparsely coded OFDM symbol against normal OFDM symbol, (b) Effect of sparsely mapping on PAPR
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طريقة موحدة لقياس واسترجاع سمات القناة اللاسلكية والموارد لنظام التعديل للحوامل الغير متعامد معتمدة على الإحساس المختصر

الملخص العربي

يأخذ سلوك الاقطاء اللاسلكية سلوك متناثر (sparse) تقريباً في الزمن لهذا فإن طرق الإحساس الخصائصية (compressive sensing) يمكن تطبيقها لقياس أكثر دقة سمات القناة اللاسلكية من الطرق التقليدية. و بالرغم من ذلك فإن الإحساس المختصر لم يطبق لاسترجاع المعلومات في حالة التعديل المحدود لأنه لا يمكن أن يكون متناثر لا في الزمن ولا في الترد. في هذا البحث نستعرض طريقة جديدة لوليد تعديل متعدد الهاو بالطريقة المتناصرة لمكن من تطبيق الطرق الحديثة للإحساس المختصر لقياس واسترجاع كلا من سمات القناة والمعلومات المرسلة عليها معا بنفس الطريقة. طريقة التوليد تعتمد على المجال الضخم للتوافقات بين الهاو بحيث يتم إرسال عدد حامل نشطة أقل من العدد الكلي للهاو و توفر المعلومات الموجودة في توزيع الهاو النشطة مع و ليس في كل حامل على حدي. هذه الطريقة مكننا من استرجاع كلا من القناة والمعلومات بنجاح و نسب خطأ أقل تحت ظروف ضوءة أسواء من الطبيعي كما تعتبر طريقة عامة لاسترجاع الهاو الغير متعامدة بدون معلومات مسبقة ولا معرفة درجة التناثر للقناة ولا حتى البحث عن أفضل ترتيب للهاو المختصصة للتدريب.