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Introduction 

 In [4-6], Ying elementally establ-
ished  the notion of  fuzzifying  topology 
with the semantic  method of  continuous 
valued logic. He discussed  the  neighbor-
rhood  structure of  a point and  the conv-
ergence of nets and filters in this new fra-
mework. Also, he presented the concepts 
of interior, closure and continuity  and th-
eir  fundamental  properties in  fuzzifying 
topology. In [2] the concept of fuzzy   γ -
open  sets  and  fuzzy  γ -continuity  were 
introduced  and studied in fuzzifying top-
ology.  In [3], the  concepts of fuzzy  γc -
open sets and  fuzzy  γc -continuity in fu-
zzifying topology  were presented and by 
making use of these concepts, some dec-
omposition of fuzzifying continuity were 
introduced.  

 The  main  purpose  in the present 
paper is to introduce the theory of  γ -co-
nvergence  and  γc -convergence  on nets 
and filters in fuzzifying topology. 

Furthermore, we provide some interestin-
g  characterizations concerning γ -contin-
uity, γc -continuity and γ -Hausdorff sp-
aces by making use of the  γ -convergen-
ce and  γc -convergence theory of nets in 
fuzzifying topology. 

Preliminaries 

 We present the fuzzy logical and 
corresponding set theoretical notations 
[4,5] since we need them in this paper. 

 For any formulaϕ , the symbol 
][ϕ  means the truth value of ϕ  , where 

the set of truth values is the unit interval 
[0,1]. We write ⊂  ϕ   if  1][ =ϕ  for any 
interpretation. Also, )(Xℑ  is the family 
of all fuzzy sets in X. The truth valuation 
rules for primary fuzzy logical formulae 
and corresponding set theoretical notations 
are:
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(a) (i)       ∈ 0,1;  
     (ii)    ∧   min, ; 
     (iii)   →   min1,1 −   . 
(b) If


A ∈ ℑX, x ∈


A :


Ax.  

(c) If X   is the universe of discourse, then. 
∀xx :

x∈X
inf x.

 
In addition the truth valuation rules for deri-
ved formulae are: 
(a)   :  → 0  1 − ; 
(b)   ∨  :  ∧   max, ; 
(c)   ↔  :  →  ∧  → ;   
(d) ∃xx : ∀xx :

x∈X
sup x;

  
(e) If  A,


B ∈ ℑX, then 

(i) 

A ⊆


B : ∀xx ∈


A → x ∈


B


x∈X
inf min1,1 −


Ax 


Bx,

 
(ii) 


A ≡


B : 


A ⊆


B ∧ 


B ⊆


A. 

 

   We give now the following definitions and 
results in fuzzifying topology which are used 
in the sequel. 
 
TDefinition  2.1 [4].T Let  X   be a universe of 
discourse, ))(( XPℑ∈τ  satisfies the follow- 
ing conditions: 
(a)  1)(,1)( == φττ X  ; 
(b) for any )()()(,, BABABA τττ ∧≥∩ ; 
(c) for any 

( )λλλ
λ

λ ττλ AAA
Λ∈Λ∈
∧≥⎟

⎠
⎞⎜

⎝
⎛Λ∈ U},:{ . 

Then τ  is called a fuzzifying topology and 
),( τX  is a fuzzifying topological space. 

 

TDefinition 2.2 [4]. T The family of all fuzzify- 
ing closed sets, denoted by   ∈ ℑPX, is 
defined as follows:  A ∈  : X − A ∈ , 
where AX −  is the complement of .A    
 

TDefinition 2.3 [4]. TThe fuzzifying Neighbou- 
rhood system of a point  x ∈ X   is denoted 
by Nx ∈ ℑPX  and defined as   

).(sup)( BAN
ABx

x τ
⊆∈

=  

 

TDefinition  2.4 [ T4T, TLemma 5.2T]. TThe closure 
A   of  A  is defined as )(1)( AXNxA x −−= . 
In Theorem 5.3, Ying proved that the clos-
ure )()(: XXP ℑ→  is a fuzzifying closure 
operator (see Definition 5.3 [6]) because its 
extension 
¯ : ℑX → ℑX,


A 

∈0,1
 


A,


A ∈ ℑX,

 
where A  x : Ax ≥  is the  α  -cut 

of A  and Ax   ∧ Ax satisfies the f-
ollowing Kuratowski closure axioms: 
(a)      ;    

(b) for any  A ∈ ℑX,  A ⊆ A ; 

(c) for any  A,

B ∈ ℑX,  A 


B ≡ A 


B ; 

(d) for any  A,

B ∈ ℑX, B

 A ⊆ A
B

. 
 
TDefinition  2.5 [4].T For any  A ⊆ X , the fuz-
zy set of interior points of A  is called the in-
terior of  A , and given as )(:)( ANxA x=o . 
From Lemma 3.1 [4] and the definitions of 

)(AN x  and ,oA  we have  )(inf)( xAA
Ax

o

∈
=τ . 

 

TDefinition 2.6 [2].T Let X,  be a fuzzifying 
topological space. 
(a) The family of all fuzzifying  γ -open set-
s, denoted by  ))(( XPℑ∈γτ , is defined as 

)(: oo −− ∪∈→∈∀=∈ AAxAxxA γτ , i.e.,  

)).(),(max(inf)( xAxAi
Ax

oo −−

∈
=γτ   

(b) The family of all fuzzifying  γ -closed 
sets, denoted by   ∈ ℑPX, is defined 
as  A ∈  : X − A ∈  . 
(c) The fuzzifying γ -neighborhood system 
of a point Xx∈  is denoted by ))(( XPN x ℑ∈γ  
and defined as  ).(sup)( BAN

ABx
x γ
γ τ

⊆∈
=   

(d) For any  XA ⊆  the γ -interior of A , 
denoted by ))(( XPInt ℑ∈γ , is defined as 
IntA : Nx

A.   
(e) The fuzzifying  γ -derived set of  

)(XPA∈ , denoted by )(Xd ℑ∈γ , is 

Nets and filters in fuzzifying topology 
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defined as  dAx  1 − Nx
X − A  x.   

(f) The fuzzifying  γ -closure of a set 
)(XPA∈ , denoted by )(XCl ℑ∈γ , is def-

ined as  
ClAx  1 − Nx

X − A.
  

 (g) Let ),( τX  and  ),( σY   be two fuzzify-
ing topological spaces and XYf ∈ . A unary 
fuzzy predicate ),( XYC ℑ∈γ  called fuzzify-
ing  γ -continuity, is given as 
Cf : ∀BB ∈  → f−1B ∈ .   
 
TDefinition  2.7 [3].T Let  X,   be a fuzzify-
ing topological space. 
(a) The family of all fuzzifying  γc -open se-
ts, denoted by ))(( XPc ℑ∈γτ , is defined as 
A ∈ c : ∀xx ∈ A ∩ A∘−  A− ∘ → x ∈ A∘, 
i.e.,
A 

x∈A

inf 1 − maxA∘ −x,A− ∘x  A∘x.
  

(b) The family of all fuzzifying  γc -closed 
sets, denoted by  c ∈ ℑPX, is defined 
as  A ∈ c : X − A ∈ c . 
(c) The fuzzifying γc -neighborhood system 
of a point Xx∈  is denoted by 

))(( XPN c
x ℑ∈γ   and defined as 

).(sup)( BAN c
ABx

c
x γ
γ τ

⊆∈
=   

(d) For any XA ⊆  the γc -interior of A , 
denoted by ))(( XPIntc ℑ∈γ , is defined as  

).(:)( ANAInt c
xc
γ

γ =   
From Theorem 4.1 of [3] and the definitions 
of )(AN c

x
γ  and )(AIntcγ  we have 

)(inf)( ANA c
xAxN c
γ

γτ
∈

= . 

(e) The fuzzifying c-derived set of 
)(XPA∈ , denoted by )(Xdc ℑ∈γ , is defi-

ned as  }).{)((1))(( xAXNxAd c
xc ∪−−= γ

γ   
(f) The fuzzifying γc -closure of a set 

)(XPA∈ , denoted by )(XClc ℑ∈γ , is defi-

ned as  ).(1))(( AXNxACl c
xc −−= γ

γ   
(g) Let ),( τX  and ),( σY  be two fuzzifying 

topological spaces and XYf ∈ . A unary 
fuzzy predicate ),( X

c YC ℑ∈γ  called fuzz-
ifying γc  -continuity, is given as  

).)((:)( 1
γγ τσ cc BfBBfC ∈→∈∀= −  

 
TTheorem 2.1 [2].T Let  X,   be a 
fuzzifying topological space. Then 
 A ∈   ClA ⊆ A.

 
    
TTheorem 2.2 [3].T Let ),( τX  be a fuzzifying 
topological space. Then 
 A ∈ NC  ClCA ⊆ A.

  
 
TTheorem 2.3 [3].T Let ),( τX  be a fuzzifying 
topological space. Then 
 A ∈  → A ∈  ∧ A ∈ C.  
 
TTheorem 2.4. [3].T Let ),( τX  be a fuzzifyi-
ng topological space. Then 
 A ∈ Nx

c ∧ B ∈ Nx
c → A ∩ B ∈ Nx

c .
    

 
TOnT γ T-convergence and T γc T-convergence T 

 
Let ),( τX  be a fuzzifying topological spa-
ce. The class of all nets in X  is denoted by  

,::{)( XDSSXN →=  where ),( ≥D  is 
a directed set}. Now, we introduce 
 
TDefinition 3.1T. (a) The binary fuzzy predica-
tes γγ ∝,>  (resp.  γγ CC ∝,>  ) 

))(( XXN ×ℑ∈  are defined as follows: 
S  x : ∀AA ∈ Nx

 → S  A,S  x :
 ∀AA ∈ Nx

 → S ⊑ A (resp. 
S C x : ∀AA ∈ Nx

C → S  A,S C x :
 ∀AA ∈ Nx

C → S ⊑ A, 
where [ ]xS γ>   (resp. [ ]xS Cγ> ) stands for 
the degree to which '' S  γ -convergece to x '' 
(resp. '' S  γc -convergece to x ''); [ ]xS γ∝   
(resp. [ ]xS cγ∝ ) stands for the degree to 
which '' x  is a  γ -accumulation point of S  '' 
(resp. '' x  is a γc -accumulation point of S '') 

O.R. Sayed & T. Noiri
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and   (resp. ⊑   is the binary crisp predi-
ctatate ''almost in'' (resp. ''often in''). 
(b) The fuzzy sets  ,lim Sγ  adh  S  (resp.  

,lim SCγ  adh )() XSC ℑ∈γ   are defined as  

,:)(lim xSxS γ
γ >=  adh xSxS γ

γ ∝=:)(   
(resp. ,:)(lim xSxS C

C
γ

γ >=  adh ):)( xSxS C
C

γ
γ ∝=   

and called the γ -limit and γ -adherence 
(resp. γc -limit and γc -adher-ence) sets of S   
respectively. 
 
TTheorem 3.1. T Let ),( τX   be a fuzzifying 
topological space. Then for any  

)(, XPAXx ∈∈   and  )(XNS ∈ . 
(a)⊨ );()}{( AdxxSxASS γ

γ ∈→∧−⊆∃ >   

(b)⊨ );()( AClxxSASS γ
γ ∈→∧⊆∃ >   

(c)⊨ );lim( ASASSFA ⊆→⊆∀→∈ γγ   

(d)⊨ ,))()(( xSxTSTT γγ ∝→∧<∃ >   
where STAS <⊆ ,  stand for '' S  is all in A  
'', '' T   is a subnet of  S  ''. 
 
TProof.T (a) We know that  

)).(1(inf][
?

ANxS xAS

γγ −=
/

>
 

][sup)]}{([
}{),(

xSxSxASS
xASXNS

γγ >>
−⊆∈

=∧−⊆∃

)).(1(infsup
?)(}{),(

BN xBSXPBxASXNS

γ−=
/∈−⊆∈

  

Now, for any )(XNS ∈  such that }{xAS −⊆   
one can deduce that S ∉ }{)( xAX ∪−   beca-
use if S }{)( xAX ∪−  , then there exist  

Dm∈   and  Dn∈   such that  mn ≥   and  
}{)()( xAXnS ∪−∈   and so 

}.{}){)(()( xAxAXXnS −=∪−−∉  
Thus, S  }.{xA −   
So, 

})){)((1(sup))(1(infsup
}{),(?)(}{),(

xAXNBN x
xASXNS

xBSXPBxASXNS
∪−−≤−

−⊆∈/∈−⊆∈

γγ

)].([}){)((1 AdxxAXN x γ
γ ∈=∪−−=  

(b) If  Ax∈  , then the statement is obtained. 
If  Ax∉  , then from (a) above and Theorem 
2.3 we have 

)]}{([)])(([)])(([ xSxASSxAdxACl γ
γγ >∧−⊆∃≥=

 ∃SS ⊆ A ∧ S  x.
 

(c) From Theorem 2.1 we have 
 A ∈   ∀xx ∈ ClA → x ∈ A
 ∀xx ∈ X − A → x ∈ X − ClA.

By some calculations, we have 
∀SS ⊆ A → lim S ⊆ A


S⊆A
inf

x∈X−A
inf 1 −

S̸B
inf 1 − Nx

B

 
)(supinfinf

?
BN x

BSAXxAS

γ

/−∈⊆
= . 

Therefore from (b) we have 
A 

x∈X−A

inf 1 − ClAx

≤
x∈X−A

inf 1 −
S⊆A

sup
S̸B

inf 1 − Nx
B


x∈X−A

inf
S⊆A

inf
S̸B

sup Nx
B

. 
(d) Set ℜ_{S}={A:S⊑A}, β_{T}={A:T⋐A}  
Then for any ST <  (for the definition of the 
subnet see [1]), one can deduce that TS β⊆ℜ  
as follows. 
Suppose .KST o=  If S⊑A, then there exis-
ts  Dm∈  such that AnS ∉)(  when  .mn ≥  

Now, we will show that T⋐A. If not, then t-
here exists Ep∈  such that AqT ∈)(   when 

.pq ≥  Moreover, there exists En ∈1  such t-
hat mnK ≥)( 1  because ST < , and there ex-
ists En ∈2  such that  pnn ,12 ≥  because 
E,≥  is directed. 
In this way, AnKSmnKnK ∉≥≥ )(,)()( 212 o  
and .)())(( 22 AnTnKS ∈=  This is a 
contradiction. Therefore, 
∃TT  S ∧ T  x


TS
sup

T̸A
inf 1 − Nx

A 
TS
sup

A∈T

inf 1 − Nx
A

 
≤

A∈S

inf 1 − Nx
A 

S⋢A

inf 1 − Nx
A  S  x.

  
TTheorem 3.2.T Let ),( τX  be a fuzzifying 
topological space. Then for any 

)(, XPAXx ∈∈  and  )(XNS ∈ . 
(a)  ∃SS ⊆ A − x ∧ S C x  x ∈ dCA;
 (b) ⊨ );()( AClxxSASS C

C
γ

γ ∈↔∧⊆∃ >   
(c) 
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⊨A∈F );lim( ASASS CN C ⊆→⊆∀→ γγ   

(d) ⊨ .))()(( xSxTSTT CC γγ ∝↔∧<∃ >   
 
TProof.T (a) First, from Theorem 3.1 
(a), we have 
∃SS ⊆ A − x ∧ S C x ≤ x ∈ dCA.
Second, we prove 

)].}{([)]([ xSxASSAdx C
C

γ
γ >∧−⊆∃≤∈  

If ,0)]([ =∈ Adx Cγ  the result holds. 
If ,0)]([ >∈ Adx Cγ  then for any  

[ ],)( ))((1 xAd
C
x C

NB
γ

γ
−∈  we have 

φ≠−∩ }){( xAB , where  
[ ] )})((1)(:{)( ))((1 xAdBNBN C

C
xxAd

C
x C γ

γγ
γ

−>=−  

is the strong )])((1[ xAdCγ−  -cut of γC
xN   be-

cause 
))((]}){([ xAdxABNB C

C
x γ
γ φ ≥≠−∩→∈ . 

So, we can assign  }){( xABxB −∩∈   for 
any [ ]))((1)( xAd

C
x C

NB
γ

γ
−∈ . 

From Theorem 2.4, one can show that 
[ ] ),)(( ))((1 ⊆− xAd

C
x C

N
γ

γ  is a directed set. Now, 
we consider the net 

[ ] }{)(: ))((1 xANS xAd
C
x C

−→−
∗

γ

γ  defined as 

BxBS =∗ )(   for every  [ ].)( ))((1 xAd
C
x C

NB
γ

γ
−∈  

Then, 
)).(1(inf)]}{([

?
BNxSxASS C

xBS

C γγ −≥∧−⊆∃
/∗

>

It is clear that ))(()(1 xAdBN C
C
x γ
γ ≥−  in the 

case that [ ].)( ))((1 xAd
C
x C

NB
γ

γ
−∉   

Now, suppose that φ≠−∩ }){( xAB  and 

[ ].)( ))((1 xAd
C
x C

NB
γ

γ
−∈  For any BC ⊆  we  

have .BCxC ⊆∈  So, ,BS ⊆∗  i.e., if  
BS ⊆∗  and [ ]))((1)( xAd

C
x C

NB
γ

γ
−∈ , then  

B ∩ A − x  , and furthermore  
B ⊆ X − A  x, 
1 − Nx

CB ≥ 1 − Nx
CX − A  x  dCAx. 

In other words, 
∃SS ⊆ A − x ∧ S C x ≥

S∗̸B
inf 1 − Nx

CB ≥ dCAx.

   
 (b) If  ,Ax∈  then  1)( =AClCγ  and one can 

deduce that 1][sup =
⊆

xS C

AS

γ>  as follows. 

Consider the net XHS →∗ :  defined by 
xnS =∗ )(   for each Hn∈ , where H  is any 

directed set. Then, AS ⊆∗   and for any 
XB ⊆  with Bx∉ , 101)(1 =−=− BN C

x
γ  

and for any XB ⊆  with Bx∈ , then ∗S ⋐B  
and so 
S∗ C x 

S∗̸B

inf 1 − Nx
CB  1.

 
So, the result is obtained. If  ,Ax∉  then 
ClCA  dCAx  ∃SS ⊆ A − x ∧ S C x
 ∃SS ⊆ A ∧ S C x.  
(c) From Theorem 2.2 and (b) above, we 
have 
NCA  ClCA ⊆ A

  
 X − A ⊆ X − ClCA

 


x∈X−A
inf 1 − ClCAx

 


x∈X−A
inf 1 −

S⊆A
sup

S̸B
inf 1 − Nx

CB
 


x∈X−A
inf

S⊆A
inf

S̸B
sup Nx

CB

 ∀SS ⊆ A → limC S ⊆ A.
  

 
(d) From Theorem 3.1 (d), we have 

].[))]()(([ xSxTSTT CC γγ ∝≤∧<∃ >  Thus 
we want to prove that 

].[))]()(([ xSxTSTT CC γγ ∝≥∧<∃ >  Let 
.][ txS C =∝ γ   If  ,0=t  then the result hol-

ds. If ,0>t  then ]1[)( t
C
xNX −∈ γ , i.e., 

.)( ]1[ φγ ≠−t
C
xN  From Theorem 2.4, the Inter-

section of any two elements in ]1[)( t
C
xN −
γ  is 

still in it. For each ,)( ]1[ t
C
xNA −∈ γ  i.e., 

,)(1 tAN C
x <− γ  we have  S ∉A.  Then from 

Lemma 2.5 [1] there exists ST <   such that 
T∉A for each  .)( ]1[ t

C
xNA −∈ γ   Thus, 

T  A : T ̸ A ⊆ PX − Nx
C1−t   

because the implication 
A ∈ Nx

C1−t  T  A  
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is equivalent to the implication 
.)()( ]1[ t

C
xT NXPAA −−∈⇒∈ γβ  We know 

that  S  A : S  A ⊆ PX − Nx
C1−t  

because if ,SA ℜ∈  then S ⋐ A 
,)(1 tAN C

x ≥− γ   i.e.,  .1)( tAN C
x −≤γ   Hence,  

]1[)()( t
C
xNXPA −−∈ γ .  

So,  
So, t  S C x 

A∈S

inf 1 − Nx
CB


A∈PX−Nx

C1−t

inf 1 − Nx
CB.

   

Since  ,TS β⊆ℜ  then A∈T

inf 1 − Nx
CB

 


A∈S

inf 1 − Nx
CB ∧

A∈T−S

inf 1 − Nx
CB  t.

 
Thus, ∃TT  S ∧ T C x


TS
sup

A∈T

inf 1 − Nx
CB ≥ t  S C x.

 
 
TTheorem 3.3 T. If S  is a universal net, then 
    (a)  ⊨  ≡Sγlim   adh ;Sγ   

    (b)  ⊨  ≡SCγlim   adh .SCγ   
 
TProof.T For any net )(XNS ∈  and any  

),(XPA∈  one can obtain that 

B

S ̸ A  S ⋢ A.
B Suppose S  is a universal 

net in X  and  S⊑A.  Then S⋐X-A. Now, 
one can deduce that if  S  X − A,   then  
S ̸ A   because  S  X − A   if and only if th-
ere exists  Dm ∈1   such that for every  

AnSmnDn ∉≥∈ )(,, 1  if and only if  S ̸ A.   
Hence for any universal net S  in X , 
(a) =−=−=

//
))(1(inf))(1(inf)(lim

??
ANANxS xASxAS

γγ
γ  

adh ).(xSγ   

(b) =−=−=
//

))(1(inf))(1(inf)(lim
??

ANANxS C
xAS

C
xASC

γγ
γ  

adh ).(xSCγ  
 

T

Theorem 3.4.
T

 S  x  ∀Ax ∈ A ∈  → S  A.  
 

TProof.T Since  AB ⊆   and  S ̸ A,   we have  
S ̸ B  and hence 

S  x 
S̸A

inf 1 − Nx
A  1 −

S̸A

sup Nx
A

 
 1 −

S̸A

sup
x∈B⊆A

sup B ≥ 1 −
S̸B,x∈B

sup B


S̸B,x∈B

inf 1 − B

 ∀Bx ∈ B ∧ S ̸ B → B ∈ 1 −  
 ∀Bx ∈ B ∧ B ∈  → S  B

 
 ∀Bx ∈ B ∈  → S  B

 
 ∀Ax ∈ A ∈  → S  A.  

Conversely, since ),()( AAN x γ
γ τ≥  then  

∀Ax ∈ A ∈  → S  A


S̸A,x∈A
inf 1 − A ≥

S̸A
inf 1 − Nx

A  S  x.

 
 

PT

Theorem 3.5.
TP
B

 S C x  ∀Ax ∈ A ∈ C → S  A.
B   

 

TProof.T The proof is similar to the proof of 
Theorem 3.4. 
 
TTheorem 3.6.T Let D  and mE  be directed se-
ts for each .Dm∈  Consider the directed set 

.m
Dm

EDH
∈
∏×=  If 

S   s m : m ∈ D ∈ NX, Sm

 sm,n,n ∈ Em ∈ NX and
  

),(}),(),(,({),( XNHfmmfmSfmRS ∈∈=o

then 
(a)  ∀mm ∈ D → Sm  S m ∧  S  x → S ∘ R  x;

 
(b)  ∀mm ∈ D → Sm C S m ∧  S C x → S ∘ R C x. T 

Proof. From Theorem 3.4 we have 
)]())(()(([ )( xSmSSDmm m γγ >> ∧→∈∀  

 1 −
m∈D
sup

Sm̸A,S m∈A
sup A ∧ 1 −

S ̸A,x∈A

sup A

1 − 
m∈D
sup

Sm̸A,S m∈A
sup A ∨ 

S ̸A,x∈A

sup A.
 

 
Also, S ∘ R  x  1 −

S∘R̸A,x∈A
sup A.
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Therefore the proof is obtained if we show 
that 
1 − 

m∈D
sup

Sm̸A,S m∈A
sup A ∨

 
 


S ̸A,x∈A

sup A ≤ 1 −
S∘R̸A,x∈A

sup A, i.e.,
 

 


m∈D
sup

Sm̸A,S m∈A
sup A ∨

 
 


S ̸A,x∈A

sup A ≥
S∘R̸A,x∈A

sup A.
 

 
Suppose

S∘R̸A,x∈A
sup A  t.

Then there exists A∘ such that x ∈ A∘,S ∘ R ̸ A
and A∘   t. Hence, for any m, f ∈ H

 
Case 1. If there exists m∘ ∈ D such that  
S m∘ ∈ A∘, then

 


m∈D
sup

Sm̸A,S m∈A
sup A ∨ 

S ̸A,x∈A

sup A

≥
S m∘̸A,S m∘∈A

sup A≥ A∘  t.
 

 
Case 2. If S m ∉ A∘ for any m ∈ D, then
S ̸ A∘ and furthermore

S ̸A,x∈A

sup A

≥ A∘  t.

S ̸A,x∈A

sup A ≥ A∘  t.
 

 
Hence, we always have 


m∈D
sup

Sm̸A,S m∈A
sup A ∨ 

S ̸A,x∈A

sup A  t.

 
  
On filter convergence in fuzzifying 
topology 
 
Definition 4.1. Let )(XF  be the set of all 
filters on X  . 
(a) The binary fuzzy predicates   ,  
(resp.  γγ CC ∝,> ) ∈ ℑFX  X  are defined 
as 
K  x : ∀AA ∈ Nx

 → A ∈ K,
K  x : ∀AA ∈ K → x ∈ ClA (resp

K C x : ∀AA ∈ Nx
C → A ∈ K,

K C x : ∀AA ∈ K → x ∈ ClCA.
    

(b) The fuzzy sets  ,lim Kγ  adh Kγ   (resp.  
,lim KCγ  adh )() XKC ℑ∈γ  are defined as 

,:)(lim xKxK γ
γ >=  adh xKxK γ

γ ∝=:)(   

(resp.  ,:)(lim xKxK C
C

γ
γ >=  adh 

):)( xKxK C
C

γ
γ ∝=  and called the γ -limit 

and  -adherence (resp. γc -limit and γc -
adherence) sets of ,K  respectively. 
(c) If  )(XK ℑ∈ , then XDS K →:  is a 
net on X  corresponding to K  defined by  

xAx a),( , where }:),{( KAxAxD ∈∈=  
and the order of  D   is defined as follows:  

),(),( ByAx ≥   if and only if  .BA⊆   
(d) If S ∈ NX, then KS  A : S  A
is a filter on X corresponding to S.

 
Theorem 4.1. 
(a)  lim KS ≡ lim S; (b) adhKS ≡ adhS.

 
(c)  lim SK ≡ lim K; (d) adhSK ≡ adhK. 
 
Proof. 
(a) lim KSx 

A∉KS

inf 1 − Nx
A


S̸A
inf 1 − Nx

A  lim Sx.

(b) adh KSx 
A∈KS

inf ClAx


SA
inf 1 − Nx

X − A 
S̸X−A
inf 1 − Nx

X − A adhSx.
 

(c) First we prove that  SK  A   if and only 
if  A ∈ K.   If  A ∈ K,   then  A ≠    and so 
there exists at least an element  x ∈ A . So 
for  x,A ∈ D  and any  y,B ∈ D  such 
that y, B ≥ x,A,B ⊆ A  and so 
SKy,B  y ∈ B ⊆ A.   Thus  SK  A.   
Conversely suppose  SK  A.   Then there 
exists  y,B ∈ D  such that  z,C ≥ y,B  
and we have  SKz,C ∈ A.   So for every 
z ∈ B, z,B ≥ y,B and SKz,B  z ∈ A 
implies  B ⊆ A.  Then,  A ∈ K.   Thus 
A ∉ K  SK ̸ A.   Now, 
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lim SKx  SK  x 
S̸A
inf 1 − Nx

A


A∉K
inf 1 − Nx

A  lim Kx.

  
(d) First we prove that X − A ∈ K  SK ⋢ A.  
Suppose SK ⋢ A.  Then, there exists z,B ∈ D 
such that  SKz,C ∉ A   for every  
y,C ∈ D  with  y,C ≥ z,B.  Now, for 
every  x ∈ B, x,B ≥ z,B and  
SKx,B  x ∉ A,  i.e., B ∩ A    so 
B ⊆ X − A  and then  X − A ∈ K.  
Conversely, suppose X − A ∈ K  then  
X − A ≠   and thus it contains at least an ele-
ment x . Now, for any z,C ∈ D such that 
z,C ≥ x,X − A we have SKz,C  z ∉ A.  
Hence,  SK ⋢ A.   So, adh  
SKx  SK  x 

S K⋢A

inf 1 − Nx
A

 
==−=

∈∈−
))((inf))((inf xBClxAXCl

KBKAX γγ adh 

).(xKγ   
 
Theorem 4.2. 
(a)   ≡S

C Kγlim  ;lim SCγ  

(b) adh ≡S
C Kγ   adh .SCγ   

(c)   ≡K
C Sγlim  ;lim KCγ  

(d) adh ≡K
C Sγ   adh .KCγ   

 
Proof. The proof is similar to that of 
Theorem 4.1. 
 

Some applications 
 

Definition  5.1 [2]. Let X,  and Y,  be 
two fuzzifying topological spaces and let 

XYf ∈ . We define the unary fuzzy 
predicates ),( X

k Yℑ∈γ  where ,5,...,1=k   as 

(a) f ∈ 1  ∀BB ∈ Y → f−1B ∈ 
X ,   

where Y  is the family of fuzzifying closed 
subsets Y, and 

X  is the family of fuzzifying 
 −  closed subsets X ; 
 
(b) f ∈ 2  ∀x∀uu ∈ Nfx → f−1u ∈ Nx

,  

where N  is the fuzzifying neighbourhood 
system of Y and  γN  is the fuzzifying  γ -
neighborhood systems of  X ; 
 
(c)
f ∈ 3  ∀x∀uu ∈ Nfx → ∃vfv ⊆ u → v ∈ Nx

;
 

(d) ( ) ( )( ))()(4 AfclAclfAf Y
X ⊆∀=∈ γγ ; 

(e) f ∈ 5  ∀BclXf−1B ⊆ f−1clYB. 
 
Theorem 5.1 [2]. 
 f ∈ C ↔ f ∈ k , k  1, . . . , 5.   
 
Definition  5.2 [3].  Let X,  and Y,  be 
two fuzzifying topological spaces and let 
f ∈ YX . We define the unary fuzzy predicta-
tes   k ∈ ℑYX,   where  k  1, . . . , 5,   as 
follows: 
(a) f ∈ 1  ∀B B ∈ Y → f−1B ∈ C

X ,  
where F Y  is the family of fuzzifying closed 

subsets Y , and F X
Cγ  is the family of fuzzify-

ing  −γc closed subsets  X ; 
(b) f ∈ 2  ∀x∀u u ∈ Nfx → f−1u ∈ Nx

C , 
where N  is the fuzzifying neighbourhood 
system of  Y and γCN   is the fuzzifying  

γc -neighborhood systems of  X ; 
 
(c) 
f ∈ 3  ∀x∀u u ∈ Nfx → ∃vfv ⊆ u → v ∈ Nx

C ; 
(d) ( ) ( )( ))()(4 AfclAclfAf Y

X
C ⊆∀=∈ γθ ; 

(e) f ∈ 5  ∀B clC
X f−1B ⊆ f−1clYB . 

 
Theorem 5.2 [3].  
 

(a)    ;1θγ ∈↔∈ fCf C    

(b)    ;2θγ ∈→∈ fCf C   

(c)   f ∈ 2 ↔ f ∈ J;   where  .5,4,3=j   
 
Definition  5.3. Let  ),( τX   and  ),( σY   be 
two fuzzifying topological spaces and let 

XYf ∈ . We define the unary fuzzy 
predicates  6 ,  )(6

XYℑ∈θ   as follows: 
(a)   
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)));(()()((:6 xfSfxSXNSSxf >o> →∧∈∀∀=∈ γγ
(b)  

))).(()()((:6 xfSfxSXNSSxf C >o> →∧∈∀∀=∈ γθ
  
 

Theorem 5.3.   
(a)  ;6γγ ∈→∈ fCf    

(b)  .6θγ ∈↔∈ fCf C   
 
Proof. (a) From Theorem 5.1 we have   
 f ∈ C  f ∈ 2 .  then, the result holds if 
we proved that  f ∈ 2 → f ∈ 6 .  If  
f ∘ S  fx ≥ S  x,   then the result ho-
lds. If  f ∘ S  fx  S  x,   then one 
can deduce that for each x ∈ X  and  
S ∈ NX,    
min1,1 − S  x  f ∘ S  fx ≥ 2f.   
It is shown as follows: 
 

Since f ∘ S ̸ B implies S ̸ f−1ii,  then 
S  x − f ∘ S  fx


A⊆X,S̸A
inf 1 − Nx

A −
B⊆Y,f∘S̸B

inf 1 − NfxB
 

 
≤

B⊆Y,f∘S̸B
inf 1 − Nx

f−1B −
B⊆Y,f∘S̸B

inf 1 − NfxB
 

≤
B⊆Y,f∘S̸B

sup NfxB −
B⊆Y,f∘S̸B

sup Nx
f−1B

 
≤

B⊆Y,f∘S̸B
sup NfxB − Nx

f−1B.

 
 
Then 
1 − S  x  f ∘ S  fx
≥

B⊆Y,f∘S̸B
inf 1 − NfxB  Nx

f−1B.
 

 
Thus 
min1,1 − S  x  f ∘ S  fx

  
≥

B⊆Y,f∘S̸B
inf min1,1 − NfxB  Nx

f−1B

≥
u⊆Y

inf min1,1 − Nfxu  Nx
f−1u  2f.

  
Hence, 
6f 

x∈X

inf
S∈NX

inf min1,1 − S  x  f ∘ S  fx ≥ 2f.

(b) Similarly  to (a) above we can prove that  

CCf ≤ 6f.  So, we want to prove that  
).()( 6 ffCC θγ ≥   From Theorem 5.2 (c) we 

have ).()( 4 ffCC θγ =   Then the result holds 

if we proved that  4f ≥ 6f.   Since    
4f 

A⊆X

inf
y∈Y
inf min 1,1 − f clC

X A y  clYfAy ,

 
then the result holds if we proved that for e-
very A ⊆ X  and every 

( ) ( )( ) ).()()()()(1,1min, 6 fyAfclyAclfYy Y
X

C θγ ≥+−∈

   
If ( ) ( ) ),()()()( yAfclyAclf Y

X
C ≤γ  the result 

holds. Suppose that 
( ) ( ) ),()()()( yAfclyAclf Y

X
C >γ   then from 

Theorem 3.2 (b) we have 
f clC

X A y − clYfAy


fxy
sup clC

X A x − clYfAy

 


fxy
sup

S⊆A

sup S C x −
T⊆fA
sup T  y

  
≤

fxy
sup

S⊆A

sup S C x −
fS⊆fA

sup f ∘ S  y
  

≤
fxy
sup

S⊆A

sup S C x −
fxy
sup

S⊆A

sup f ∘ S  y
  

≤
fxy
sup

S⊆A

sup S C x − f ∘ S  y.
  

So, 
min 1,1 − f clC

X A y  clYfAy
  

≥
fxy
inf

S⊆A

inf min1,1 − S C x  f ∘ S  y

  
≥

x∈X

inf
S∈NX

inf min1,1 − S C x  f ∘ S  fx ≥ 6f.

  
 
Theorem 5.4. We always have 
 T2

X : ∀S∀x∀yS ⊆ X ∧ x ∈ X
∧y ∈ X ∧ S  x ∧ S  y → x  y,  
where γ

2T  is the unary fuzzy predicate ''Hau-
sdorrf ( )2

γT   separable'' on the class of all f-
uzzifying topological spaces, and defined as 
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T2
X : ∀x∀yx ∈ X ∧ y ∈ Xx ≠ y

→ ∃A∃BA ∈ Nx
 ∧ B ∈ Ny

 ∧ A ∩ B  . 
 
Proof. T2

X 
x≠y
inf

A∩B
sup Nx

A ∧ Ny
B,

 
[∀S∀x∀yS ⊆ X ∧ x ∈ X ∧ y ∈ X ∧ 
S  x ∧ S  y → x  y


x≠y
inf

S⊆X
inf 

S̸A
sup Nx

A ∨
S̸B
sup Ny

B


x≠y
inf

S⊆X
inf

S̸A
sup

S̸B
sup Nx

A ∨ Ny
B.

  
(a) If  A ∩ B  ,   then for any  S , we h-
ave  S ̸ A   or  S ̸ B,   and  

B

Nx
A ∧ Ny

B ≤
S̸A

sup Nx
A,

B

Nx
A ∧ Ny

B ≤
S̸B

sup Ny
B.

  
So,  

A∩B
sup Nx

A ∧ Ny
B

≤
S⊆X
inf 

S̸A
sup Nx

A ∨
S̸B
sup Ny

B
  

and furthermore, 
T2
X ≤ ∀S∀x∀yS ⊆ X ∧ x ∈ X ∧
y ∈ X ∧ S  x ∧ S  y → x  y.

 
 (b) First, let  x,y ∈ X   with  x ≠ y . Suppose  

A∩B
sup Nx

A ∧ Ny
B ≤ t.

 
Then for A ∩ B    we have  Nx

A ≤ t   or  
Ny
B ≤ t,   i.e.,  A ∩ B ≠    in the case of  

A ∈ Nx
t   and  B ∈ Ny

t.   
Now, define a net  S∗ : Nx

t  Ny
t → X  

by  A,B  x A,B ∈ A ∩ B.  Then for any  
tytx NBNA )(,)( γγ ∈∈  we have  S∗ ̸ A   and  

S∗ ̸ B.  Therefore, if S∗ ̸ A  and  S∗ ̸ B,  
then tytx NBNA )(,)( γγ ∉∉ , i.e., 

.)()( tBNAN yx <∨ γγ  Consequently, 

S∗̸A

sup
S∗̸B

sup Nx
A ∨ Ny

B ≤ t.
 

 

Moreover, 

S⊆X

inf
S̸A

sup
S̸B

sup Nx
A ∨ Ny

B ≤ t.

 
Second, for any positive integer i , there 

exists  x i,yi   with  x i ≠ yi   and 
,/1)]([))()((sup 2 iXTBNAN yx

BA
+<∧

=∩

γγγ

φ
 

and hence 

S⊆X

inf
S̸A

sup
S̸B

sup Nx
A ∨ Ny

B ≤ T2
X  1/i.

   
So, we have 
∀S∀x∀yS ⊆ X ∧ x ∈ X ∧ y ∈ X
∧S  x ∧ S  y → x  y

  


x≠y
inf

S⊆X
inf

S̸A
sup

S̸B
sup Nx

A ∨ Ny
B

≤ T2
X.  
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Abstract: Two phenolic glycosides, benzoylsalireposide (1) and salireposide (2) were isolated from
Symplocos racemosa Roxb, which showed DPPH radical scavenging activity, with the IC50 values of 773
± 11.83 µM and 757 ± 0.374 µM respectively. In addition to this, compound 1 also displayed in vitro
inhibitory potential against lipoxygenase and chymotrypsin in a concentration-dependent fashion with
the IC50 values of 75.1 ± 0.5 µM and 65.07 ± 0.10 µM respectively, while 2 was inactive against these
enzymes.

Keywords: phenolic glycosides, DPPH scavengers, lipoxygenase, chymotrypsin

Introduction

Symplocos racemosa Roxb. (Lodh) belongs
to the family Symplocaceae, which is a unigeneric
family of about 290 species. Lodh has a wide range
of usage in Ayurveda and Unani medicines. Its bark
is described as an emmenagogue tonic for the
persons of plethoric constitution and is useful in
bowel complaints and ulcers. Its decoction is used
as a gargle for giving firmness to bleeding and spongy
gums. It cures watery eyes, opthalmia and is good
for all diseases of the eye. It also cures diseases of
the blood, dysentery, inflammations, vaginal
discharges and leprosy. The bark is also prescribed
in the treatment snake-bite and scorpion-sting [1].

There is extensive evidence to implicate free
radicals in the development of degenerative diseases.
It is suggested that free radical damage to cells leads
to the pathological changes associated with aging.

Free radicals may also be a contributory factor in a
progressive decline in the function of the immune
system. The consequences of oxidative stress are
serious, and in many cases are manifested by
increased activities of enzymes involved in oxygen
detoxification. Identification of new anti-oxidants
remains a highly active research area because anti-
oxidants may reduce the risk of various chronic
diseases caused by free radicals [2].

Lipoxygenases (EC 1.13.11.12) constitute a
family of non-haem iron containing dioxygenases that
are widely distributed in animals and plants. In
mammalian cells these are key enzymes in the
biosynthesis of many bioregulatory compounds such
as hydroxyeicosatetraenoic acids (HETEs),
leukotrienes, lipoxins and hepoxylines [3]. It has been
found that these lipoxygenase products play a role
in a variety of disorders such as bronchial asthma,
inflammation [4] and tumor angiogenesis [5].
Lipoxygenases are therefore potential target for the
rational drug design and discovery of mechanism–
based inhibitors for the treatment of bronchial
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asthma, inflammation, cancer and autoimmune
diseases.

The physiological role of serine proteases
inhibitors has been clearly established, and it has
been proposed that they are part of plants’ natural
defense system against insect predation. They
function by inhibiting insect proteinases. Hence these
inhibitors have gained attention as possible sources
of engineered resistance against pests and pathogens
for transgenic plants expressing heterologous
inhibitors [6,7,8,9]. Serine proteases such as
chymotrypsin and trypsin are involved in the
destruction of certain fibrous proteins [10]. Chronic
infection by hepatitis C virus can lead to the
progressive liver injury, cirrhosis, and liver cancer. A
chymotrypsin-like serine protease known as NS3
protease is considered essential for viral replication
and has become a target for anti-HCV drugs [11].

Materials and Methods

General

For column chromatography (CC), silica gel
(70-230 mesh) and for flash chromatography (FC),
silica gel (230-400 mesh) was used. TLC was
performed on pre-coated silica gel G-25-UV254
plates. Detection was carried out at 254 nm by ceric
sulphate reagent. Purity was checked on TLC with
different solvent systems using methanol, acetone and
CHCL3 giving single spot. The optical rotations were
measured on a Jasco-DIP-360 digital polarimeter.
The UV and IR spectra were recorded on Hitachi-
UV-3200 and Jasco-320-A spectrophotometers,
respectively. 1H-NMR, 13C-NMR, COSY, HMQC
and HMBC spectra were run on Bruker
spectrometers operating at 500, 400 and 300 MHz.
The chemical shifts are given in δ in ppm and coupling
constants in Hz. EI-MS and FAB_MS spectra were
recorded on a   JMS-HX-110 spectrometer with a
data system.

Plant material

The plant Symplocos racemosa Roxb.
(Symplocaceae) was collected from Abbottabad,
Pakistan in August 2002, and identified by Dr.
Manzoor Ahmed at the Department of Botany, Post-
Graduate College, Abbottabad, Pakistan. A voucher
specimen (no. 6453) has been deposited at the
herbarium of this Botany Department.

Extraction and purification

The air-dried ground plant (30 kg) was
exhaustively extracted with methanol at room
temperature. The extract was evaporated to yield
the residue (818 g), which was extracted with hexane,
chloroform, ethyl acetate and butanol. The ethyl
acetate extract (106.2 g) was subjected to CC over
a silica gel column using hexane with gradient of
CHCl3 up to 100 % and followed by methanol. Ten
fractions (Fr. 1-10) were collected. The Fr. 8 was
loaded on silica gel (flash silica 230-400 mesh) and
eluted with MeOH:CHCl3 (5:95) to purify
compound 1. The Fr. 9 was subjected to column
chromatography and eluted with MeOH: CHCl3 (7:
93) to purify compound 2.

DPPH free radical scavenging activity

The reaction mixture containing 5 µL of test
samples was dissolved in DMSO and 95 µL of
DPPH in ethanol. Different concentrations of test
sample were taken in the reaction mixture, while the
concentration of DPPH was kept as 300 µ?mol.dm-

3. These reaction mixtures were taken in 96-well
plate microlitre plates (Molecular Devices, USA)
and incubated at 370 C for 30 min. The absorbance
was measured at 515 nm. Percent radical scavenging
activity by samples was determined in comparison
with a DMSO-treated control group. IC50 values
represent the concentration of sample, which is
required to scavenge 50% DPPH free radicals. 3-
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t-Butyl-4-hydroxyanisole (BHA) and propyl gallate
were used as positive control [12,13].

In vitro lipoxygenase inhibition assay

Lipoxygenase inhibiting activity was measured
by modifying the spectrophotometric method
developed by A.L. Tappel [14]. Lipoxygenase
(1.13.11.12) type I-B and linoleic acid was
purchased from sigma (St. Louis, MO, USA). All
other chemicals were of analytical grade. The reaction
mixture contained 165µL (100 mM) sodium
phosphate buffer (pH 8.0), 5.0 µL of test-compound
solution and 20 µL of lipoxygenase solution. After
mixing the contents the mixture was incubated for
10 minutes at 25 0C. The reaction was then initiated
by the addition of 10µL linoleic acid (substrate)
solution, with the formation of (9Z, 11E)-(13S)-13-
hydroperoxyoctadeca-9, 11-dienoate. The change
of absorbance at 234 nm was followed for 6 minutes.
Test compounds and the positive control (Baicalein)
were dissolved in MeOH. All the reactions were
performed in triplicate in 96-well micro-plate in
SpectraMax 384 plus (Molecular Devices, USA).
The percentage (%) inhibition was calculated as (E
– S)/ E x 100, where E is the activity of the enzyme
without test compound and S is the activity of enzyme
with the test compound. The IC50 values were then
calculated using the EZ-Fit Enzyme kinetics program
(Perrella Scientific Inc., Amherst, USA).

In vitro chymotrypsin assay

The α-chymotrypsin inhibitory activity of
compounds was performed by the method of Cannell
[15]. Chymotrypsin (9 units/ ml of 50 mM Tris-HCl
buffer pH 7.6; Sigma Chemical Co. USA) was
preincubated with the compounds for 20 min at 25
0C. A 100 µL aliquot of the substrate solution (N-
succinyl-phenylalanine-p-nitroanilide, 1 mg/mL of 50
mmol.dm-3 Tris-HCl buffer pH 7.6) was added to
start the enzyme reaction. The absorbance of

released p-nitroaniline was continuously monitored
at 410 nm until a significant color change was
achieved. The final DMSO concentration in the
reaction mixture was 7 %.

Results and Discussion

From the ethyl acetate soluble fraction of
Symplocos racemosa Roxb., two phenolic
glycosides namely, benzoylsalireposide (1) and
salireposide (2) [16] were isolated and their
structures were established by extensive NMR
studies. In a search for new bioactive substances of
plant origin, we studied the compound 1 and 2 for
their antioxidant activity in the DPPH radical
scavenging assay. Both of these compounds
scavenge DPPH (1,1-diphenyl-2-picrylhydrazyl
radical) moderately as shown in Table 1. In addition
to this, benzoylsalireposide (1) also showed
moderate inhibitory activity against lipoxygenase and
chymotrypsin, but 2 was inactive against these
enzymes. The IC50 values of 1 are shown in Table 2.
In terms of structure-activity relationship, the
inhibitory potential of 1 against lipoxygenase and
chymotrypsin can be attributed to the presence of
benzoyl esterifying group on 3-position of glucose
moiety, which was absent in 2. However both the
compounds exhibited radical scavenging activity due
to presence of phenolic groups in them.

Figure 1. Structures of compounds 1 and 2
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Table 2. In vitro quantitative inhibition of lipoxygenase
and chymotrypsin by 1.
———————————————————
Name of Lipoxygenase Chymotrypsin
Substance IC50 ± SEMa [µmol.dm-3]
———————————————————
Benzoylsalireposide 75.1 ± 0.5 65.07 ± 0.10

Salireposide       -      -

Positive controls Baicaleinb Chymostainc

22.6 ± 0.2 8.23 ± 0.0024
———————————————————
a Standard error of the mean of five assays.
b positive control for lipoxygenase; c for chymotrypsin.

Table 1. Antioxidant Activities of the Compounds 1 and
2 as Compared with the Standard Inhibitors.
———————————————————
Compounds    DPPH Radical IC50 ±±±±± S.E.M.a)

Scavenging  [µ?mol.dm-3]
activity (%)

(1000 µmol.dm-3)
———————————————————
1  66.04 773  11.83

2 59.13 757 ± 0.374

Propyl gallateb 92.00 30 ± 0.52

3-t-Butyl-4-
hydroxy anisoleb 91.25 44 ± 0.022
———————————————————
a Standard error of the mean of three assays.
b Standard antioxidants
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Introduction 
 
 We are concerned with the stochastic control 
problem to minimize the expected cost:  
 

]}||)({[)( 2

0
dtcxheEcJ tt

t  (1) 

 
over Ac  subject to the degenerate stochastic 
differential equation  
 

,][ ttttt dwxdtcAxdx  

,0,0 txx R  (2) 
 
where 0,,0 A  are constants, and the 
function h  is assumed to have the following 
properties:  
 

;convex:0h  (3) 
 

 such that 0 exists There C  

);||1()( nxCxh  (4) 
 
and 0C , for any 0 , such that  
 

nyxCyhxh |||)()(|  

,,),||||1( Ryxyx nn  (5) 

—————— 
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for a fixed integer 2n . Here, tw  is a one-

dimensional standard Brownian motion on a 
complete probability space ),,( PF  endowed 

with the natural filtration tF  generated by 

),( tsws , and A  denotes the class of all 

tF progressively measurable processes )( tcc  

with ]}||)({[ 2
0 dtcxheE tt

t . 

 
 This kind of stochastic control problem 
has been studied by many authors [2,5] for 
non-degenerate diffusions. We notice that (3), 
(4) and (5) are fulfilled for ,||)( nxxh  ],[ n2n , 
and also mention [4] for the quadratic case of 
degenerate diffusions with finite horizon. 
 
 The purpose of this paper is to show the 
existence of a classical solution u of the degenerate 
Bellman equation of the form:  
 

uAxuxu 22

2
1

 

,in0)()(min 2 R
R

xhuaa
a

 (6) 

 
and to give a synthesis of optimal control. Our 
method consists in finding the viscosity solution 
u of (6) [3,5], and then in considering the 
smoothness of u  by its convexity. We show that 
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the value function )(inf)( cJxv
LcL A is a viscosity 

solution of  
 

,
2
1 22 vAxvxv  

Rin0)()(min 2

||
xhvaa

La
 (7) 

 
for each 0L , and that )(lim:)( xvxu LL  

is a viscosity solution of )6( , where LA  

Lccc tt ||:)({ A for all }0t . The section 

on classical solutions is devoted to the study of 
smoothness ofu . Finally, we present an optimal 
control to the optimization problem (1) and (2). 

 
Viscosity solutions 
 
 Here we study the properties of the value 
function )(xvL , and show that )(xvL  is a viscosity 
solution of the Bellman equation (20) for any 
fixed 0L , and then Lv  converges to a viscosity 
solution u  of the Bellman equation )6( .Given 
a continuous and degenerate elliptic map 

RRRRR:H , we recall by [3] the 
definition of viscosity solutions of  

 
.in 0),,,( RwwwxH  (8) 

 
Definition  
 
 )(RCw  is called a viscosity subsolution 
(resp., super-solution) of (8) if, whenever for 

wC ),(2 R  attains its local maximum (resp., 
minimum) at Rx , then  

 
))(),(),(,( xxxwxH  

).0))(),(),(,(,(0 xxxwxHresp  
 
We also call )(RCw  a viscosity solution of 
(8) if it is both viscosity sub- and super-
solution of (8). We remark that this definition 
is equivalent to the following: for Rx ,  

)(),(for  0),),(,( ,2 xwJqpqpxwxH  

)),(),(for  0),),(,(.,( ,2 xwJqpqpxwxHresp
 
where ,2J  and ,2J  are the second-order 
superjets and subjets defined by  
 

 
 
 In order to obtain the viscosity property 
of Lv , we assume that there exists ),0(0  

satisfying  
 

,0||2)12(2
0 Annn   (9) 

 
and we set k

k xxf ||)(  for any nk 22  

and a constant 1  chosen later. 
  
Lemma 1  
 
 Assuming (9), then there exist 1  and 

,0  depending on ,,kL  such that  
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0 2
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0)(max 2

||
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Further 
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where  is any stopping time and tx  is the 

response to Ltc A)( . 

 
Proof  
 
 By (9), we choose ),0( 0  such that  

 

,0||)1(
2
1 2

0 Akkk   (13) 

 
and then 1  such that  
 

kxAkkk ||)||)1(
2

1
( 2

0  

.0)(|| 0
21 LxLk k  

 
Then (10) is immediate. By (10) and Ito's 
formula, we deduce (11). Moreover, by moment 
inequalities for martingales we get  
 

 
 
for some constant 0K . Therefore (12) follows 
from this relation together with (11). 
  
Theorem 1  
 
 We assume (3), (4), (5) and (9). Then  
 

Lv  fulfills (3), (4), (5), (14) 
 
and the dynamic programming principle holds, 
i.e.,  
 

)(}||)({inf)( 2
0

xvedtcxheExv tt
t

c
L

LA
 (15) 

 
for any stopping time  . 
 

Proof  
 
 We suppress L  of v L for simplicity. The 
convexity of v  follows from the same line as 
[5, Chap. 4, Lemma 10.6]. Let x t

0 be the unique 
solution of  
 

., 0
0

000 xxdwxdtAxdx tttt   (16) 
 
Then, by (11) and (4)  
 

])([)( 0

0
dtxheExv t
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./)(])([ 0

0

0 xCfdtxfeCE ntn
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For the solution yt  of (2) with yy0 , it is clear 
that tt yx  fulfills (16) with initial condition yx . 
We note by (13) with nk and Ito's formula 
that  
 

.||]||[ 00 nn
t

t xxeE  
 
Thus by (5) and (11)  
 

 
 
Therefore we get (14). 
 
 To prove (15), we denote by )(xvr  the 
right hand side of (15). By the formal Markov 
property  
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2 xJedtcxheE ctt
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with c~  equal to c  shifted by  . Thus  
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It is known in [5,8] that this formal argument 
can be verified, and we deduce ).()( xvxv r

L   
 
 To prove the reverse inequality, let 0  
be arbitrary. We set  
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dtcxheExV tt
t

c   (19) 

 
By the same calculation as (18), there exists 

0C  such that  
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Take 10 with nC . Then, we have 
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Let }{ iS  be a sequence of disjoint subsets of R  
such that  
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Now, by the definition of ),(xvr  we can find 

Lc A  such that  
 

.)(]}||)({)( 2
0

xvedtcxheExv tt
tr  

 
Thus, using the formal Markov property [5], 
we have  
 

 
 
where tx is the response to tc  with xx0 . 

Letting 0 , we deduce )()( xvxvr , which 
completes the proof. 
 
Theorem 2  
 
 We assume (3), (4), (5) and (9). Then v L  
is a viscosity solution of (20). Furthermore, v L  
converges locally uniformly to a viscosity solution 

)(RCu  of (6) satisfying (3), (4) as L  . 
 
Proof 
 
  We note that (11) gives ]||[ 0 dtxE n

t
g  

forxgfe n
g )(0 0g , and  

 



 M.d. Azizul Baten 

 

129 

 
 
for some constant 0K . Hence, taking ,2n  
we have  
 

.0]||sup[suplim 2

00
xxE s

gscg
LA

 

 
Thus we can apply a standard result of 
viscosity solutions [3, Thm.3.1, p.220] to 
obtain the viscosity solution of  
 

,in0)()(min
2
1 2

||

22 RxhavaAxvvxv L
La

LLL  

 
taking into account the uniform continuity of h  
on each compact interval. Since )(xvL is non-
increasing, )(xvL  converges to )(xu  as L . 

By the convexity of v L  and Dini's theorem, we 
can observe the locally uniform convergence 
and the viscosity property of u  [3]. Clearly, v L  
fulfills (3) and (4). The proof is complete. 
 
Classical solutions 
 
 Here we study the smoothness of the viscosity 
solution u  of (6). 
 
Theorem 3 
 
  We assume (3), (4), (5) and (9). Then we 
have  
 

}).0{\(2 RCu  (20) 
 
 

Proof 
 
 Step 1: By the convexity of u  we recall a 
classical result of Alexandrov [5] to see that 
Lebesgue measure of 0}0{\ DR , where 

xux at  abledifferenti  twiceis :RD . By the 
definition of twice-differentiability, we have 

)()())(),(( 22 xuxuxuxu JJ for all Dx , 
and hence  
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 Let )(xud and )(xud  denote the right- 
and left-hand derivatives respectively. Define 

)(xr  by  
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Since ,Donuudud  we have urr a.e. 

By definition, )(xud is right continuous, and 

so is )(xr . Hence it is easy to see that  
 

dssudxuyu y
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Thus we get  
 

 
 
 Step 2: We claim that )(xu  is differentiable 
at 0}0{\ DRx . It is well known in [1] 

that )(udu(x),)( xdxu , for all }),0{( \Rx  

where )(xu  is the generalized gradient of u  
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atx . Suppose )()( xudxud . We set  
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If 0);(inflim yuRxy , then we can find a 

sequence xym  such that 0);(lim mm yuR . 
By (22), we may consider that xyy mm 1  

for everym , taking a subsequence if necessary. 
Hence  
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This leads to )()( xudxud , which is a 
contradiction. Thus we have )())(),(( ,2 xuJxrxud  

and similarly, )())(),(( ,2 xuJxrxud . By the 

convexity of )(,2 xuJ , we get ).()ˆ,ˆ( ,2 xuJrp  
Now we note that  
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and hence by (21)  
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On the other hand, by the definition of viscosity 
solution  
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which is a contradiction. Therefore we deduce 
that )(xu  is a singleton, and so u  is differen-

tiable at x  [1]. 
 
 Step 3: We claim that u  is continuous 
on }){\( 0R . Let xxm  and pxup mm )( . 
Then we have by convexity ),()()( xypxuyu  

for all y. Hence we see that )(xuDp , where 

)()({inflim:{)( xuyupxuD
xy

R  

}.0||/)}( xyxyp  
 
Since )()( xuDxu  and )(xu  is a singleton, 
we deduce )(xup [1, prop.4.7, p.66]. 
 
 Step 4: We set uw . Since  
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))(( 2

Dmm
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the sequence )}({ mxw  converges uniquely as 

}0{\ DRxxm , and w  is Lipschitz near 

x  by monotonicity. Hence, we have a well-
known result in non-smooth analysis that 

)(xw  coincides with the convex hull of the set  
 

.),(lim:)( xxxwqqxw mm
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Then  
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xAxwqxxu  

 
).(0)( xwqxh  

Hence we observe that )(xw is a singleton, and 

then )(xw  is differentiable atx . The continuity of 
)(xw  follows immediately. Thus we conclude 

that })0{\(1 RCw  and })0{\( DR  is empty. 
The proof is complete.  
 
Theorem 4  
 
 We make the assumptions of Theorem 3. 
Further we assume that  
 

.0 as ˆ/)( 2 xhxxh R   (23) 
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Then we have  
 

}).0{\()( 21 RR CCu   (24) 
 
In addition, if 0ĥ , then  
 

).(2 RCu   (25) 
 
Proof  
 
  To prove (24), it suffices to show that u  
has the following property:  
 

.0 as )1()( xoxu   (26) 
 
By (23), there exists 0 , for any 0  such 
that 2)ˆ()( xhxh  for ,|| x  and hence, by 
(2b)  
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Note that ])([)( 0

0
dtxheExu t

t . Then we 

have by (11)  
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Now, by convexity  
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xxuxu )()(  and 0)0()()( uxxuxu  by (28). 
Hence  
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which implies (26). 
 
 Finally, suppose 0ĥ . Then, by virtue of 
(27), we have )()( 2xoxu  as .0x  Moreover, 
by (29), )()( xoxu  as .0x  Dividing (6) by 

x 2 and passing to the limit, we get 0)0(u , 
which implies (25). 
 
An application to control theory 
 
 We shall study the stochastic control problem 
(1) over the class A ad  of admissible controls, 
subject to (2), where :)({ AA tad cc  

0]||[lim n
T

T
T xeE  for the response x t  

toct }. We consider the stochastic differential 
equation  
 
 .,]2/)([ 0 xxdwxdtxuAxdx ttttt   (30) 
 
Theorem 5  
 
 We assume (3), (4), (5), (9) and (23). Then the 
optimal control tc  is given by  
 

.2/)( tt xuc   (31) 
 

Proof  
 

 Since u  is continuous, (30) admits a weak 
solution tx  up to explosion time }|:|inf{ txt  
[6]. Taking into account 0)(xux , we can 

show 202 )()( tt xx  by the comparison theorem. 
Hence . By the monotonicity of )(xu , the 
uniqueness of (30) holds. Thus we conclude 
that (30) has a unique strong solution ).( tx  It 
follows from (12) that  
 

Tn
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T exeE )( 0)]||1([  

,as0)]([ 00 TxfeE Tn
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where x t
0  is a unique solution given by (16). 

So adtc A)( . Since u  satisfies (4), we see by 
(29) and (11) that  
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and hence sss
st dwxuxe )(

0
 is a martingale. 

Then we apply Ito's formula for convex functions 
[7, p.219] to obtain 
  

 
 
Passing to the limit, we have ).()( xucJ  By 
the same calculation as above, we can see that  
 

],}||)({[)()]([ 2
0 dtcxheExuxueE tt

tT
T

T n

n

n

 
where }{ n  is a sequence of localizing stopping 
times for the local martingale. Letting n  
and thenT , we obtain )()( cJxu  for all 

adc A . The proof is complete.  
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Abstract: A sensitive and simple spectrophotometric method for the estimation of clobazam in both
pure form and its pharmaceutical formulation is described. The method is based on the interaction of
clobazam with dichloronitrobenzene in alkaline medium. Absorbance of the resulting orange complex is
measured at 450 nm and is stable for more than 24 hours. The reaction obeys Beer’s law from 0.05 – 1.5
mg/10 mL of clobazam. Molar absorptivity  is 0.5510 x 104 mol-1 cm-1 and the relative standard deviation
0.96 %. The quantitative assessment of tolerable amounts of other drugs not interfering have also been
studied.

Keywords: Clobazam, dichloronitrobenzene and spectrophotometry.

Introduction

Clobazam is a benzodiazepine (Fig. 1) with
acticonvulsant and acute-anxiety properties. It is
effective against a wide variety of epileptic seizures.
The most frequent side effects include drowsiness,
hangover effects, dizziness and lightheadedness. Less
frequent adverse reactions include weight gain,
orthostatic hypotension, syncope, headache, dry
mouth and incoordination [1].

Different analytical techniques have been
employed for the estimation of clobazam. In HPLC
[2,3], HPLC-photodiode array [4,5], solid-phase
column extraction is performed to cleanup blood
samples before running the analytical HPLC system
[2]. After washing with potassium phosphate buffer,
the retained substances were back flashed into
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Figure 1. Structural formulas of clobazam and 2, 4 –
dichloronitrobenzene.



reversed- phase column with a mobile phase of
acetonitrile-phosphate-buffer-diethylamine [3]. Also
liquid-liquid extraction with n-hexane:ethylacetate
[4], solid-phase extraction and a photodiode array
detection is employed [5].

Similarly, in gas chromatography samples need
extraction [6,7] and have given  negative result in
284 cases [8]. In micellar electrokinetic
chromatography a number of solvents [9] and in
capillary electrophoresis large injection volume of
sample are involved [10]. While derivative
spectrophotometric method can not be directly used
toxicologically and its application to biological fluids
requires prior chromatographic separation and use
of diode array detection [11]. Long and tedious
procedures are involved in LC/MS [12] and HPLC/
GC/MS [13].

During the present study it was found that
clobazam reacts with dichloronitrobenzene to give
orange color having maximum absorbance at 450
nm. The reaction is selective for clobazam with 0.1
mg/ml as visual limit of identification. The method is
simple, accurate, precise and sensitive. Also studied
was percentage of non-interfering drugs.

Materials and Methods

Apparatus and reagents

Hitachi u-1100 spectrophotometer with 1 cm
silica cells was used to measure the absorbance.
Analytical grade chemicals and doubly distilled water
were used. Standard solution of clobazam (1 mg/
ml, w/v) was prepared by dissolving 100 mg of the
substance in 30 ml alcohol (BDH) and volume was
made up to 100 ml with distilled water to get a stock
solution which was diluted further as required.
Dichloronitrobenzene (BDH) solution (2.0 %, w/v)
was prepared by dissolving 2 g of dichloronitro-
benzene in 100 ml of ethyl alcohol.

General Procedures

To an aliquot of clobazam containing 0.05 to
1.5 mg/10 ml was added 0.1 ml of 2 N sodium
hydroxide, 1 ml of 2 % dichloronitrobenzene and
the contents were heated for 60 seconds in a water
bath at 90oC. The contents were cooled at room
temperature and the volume was made up to 10 ml
with ethyl alcohol. The resulting color was measured
at 450 nm, employing all reagents except clobazam
as blank. The experiment was repeated with different
volumes of standard clobazam solution and a
calibration curve was prepared (Fig. 2). The color
reaction obeys Beer’s Law from 0.05 to 1.5 mg/10
ml of clobazam.

Figure 2. Calibration curve of clobazam with dichloro-
nitrobenzene.

Procedure for studying the interfering compounds

To an aliquot containing 1 mg/ml of clobazam
different amounts of various organic compounds     (1
mg/ml) (w/v) were added individually as long as the
solution showed the same (+0.01) absorbance as
that of pure clobazam solution without the addition
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of the interfering organic compound, under
experimental conditions, as described in the general
procedure. The value was calculated as the
percentage of organic compound with respect to the
amount of clobazam.

Procedure for the determination of clobazam in
pharmaceutical preparations

Tablets containing 10 mg of clobazam were
powdered, weighed, dissolved in 30 ml ethyl alcohol
and filtered. The filtrate was diluted with distilled water
to get a 1 mg/ml solution of clobazam. An aliquot
containing 0.05 to 1.5 mg/10 ml was taken, the
procedure was followed as described above and
the absorbance was measured at 450 nm. The
quantity per tablet was calculated from the standard
calibration curve.

Results and Discussion

Clobazam reacts with dichloronitrobenzene
when heated for 60s at 90oC to give an orange
coloured complex, the absorption spectra of which
under the optimum condition lies at 450 nm (Fig. 3).
Hence all measurements for further studies were
carried out at this wavelength.

Dichloronitrobenzene was used as color
producing reagent. It was found that 20 mg/10 ml of
dichloronitrobenzene gave maximum color (Fig. 4).
Above and below this concentration the color
intensity diminished and became unstable. Effect of
pH is shown in Fig. 5. Maximum color intensity was
obtained at pH 11.9. The pH was maintained by
addition of 0.1 ml of 2 N sodium hydroxide.

Figure 3. Absorption spectra of clobazam with
dichloronitrobenzene.

Figure 4. Effect of dichloronitrobenzene.

Figure 5. Effect of pH.
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The effect of temperature is shown in Fig. 6. It
was found that with the rise of temperature the color
intensity increased and was maximum and stable at
90oC. The color did not develop at room
temperature. The absorbance of the developed color
remained stable for more than 24h. A water bath
was used to carry out the temperature studies. After
production of the color, the contents of the test tube
were cooled at room temperature prior to dilution
with ethyl alcohol and measurement of the
absorbance. The effect of heating time on color
intensity is shown in Fig. 7. It was found that heating
for 60 seconds at 90oC gave maximum color. Above
and below these timings the color intensity was less
and also unstable.

Figure 6. Effect of temperature.

Figure 7. Effect of heating time.

Figure 8. Probable structure of the coloured compound
formed by the interaction of colbazam and 2, 4-
dichloronitrobenzene.

Different organic solvents such as dichloro-
methane, benzene, hexane, chloroform, methyl ethyl
ketone, tetrahydrofuran, carbontetrachloride and
trichlorobenzene, were tested for color extraction
and stability. Since none were effective, no solvent
was employed except for ethyl alcohol which was
used for dilution and stability of the colored complex.

The sudden fading of the color of the product
formed by the interaction of 2,4- dichloronitro-
benzene and chlobazam in dilute acidic medium
indicates that true bonded structure is not formed. It
also indicates the existence of an ionic (charge
transfer) complex which is probably formed by the
interaction of carbonyl oxygen of clobazam and
nitrogen of nitro group of 2,4-dichloronitrobenzene.
The probable structure of the color product is shown
in Fig. 8.
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The results of the determination of clobazam
are shown in Tables 1 and 2, which reveal the
sensitivity, validity and repeatability of the method.
It is shown that the method  is reasonably precise
and accurate, as the amount taken for identical
sample is known and the amount found by the above
procedure does not exceed the relative standard

deviation of 0.96 % (replicate of five independent-
measurements, Table 1). The calibration graph is
linear in the range of 0.05 to 1.5 mg/10 ml. The
apparent molar absorptivity calculated was 0.5510
x 104 mol-1 cm-1. The regression equation [15] was
calculated by the method of least squares from
nineteen points, each of which was the average of
five determinations. The correlation between
absorbance and concentration was 0.8259 in terms
of correlation coefficient (r).

The quantitative assessment of different organic
compounds (w/v) under the experimental conditions
is given in Table 3. Various amounts of diverse
interfering compounds having similar actions were
added to a fixed amount of clobazam (1 mg/ml) and
the recommended procedure for the spectrophoto-
metric determination was followed.

Table 3. Quantitative assessment of tolerable amount of
other drugs.
–––––––––––––––––––––––––––––––––––––––––––
Drugs Maximum Amount

Not Interfering* (%)
–––––––––––––––––––––––––––––––––––––––––––
Aspirin 200

Chloroquine phosphate 100

Diclofenac sodium 100

Diazepam 200

Metamizol sodium 100

Mefenamic acid 200

Lorazepam 30

Pheniramine maleate 400

Dipotassium chlorazepate 300

Paracetamol 250

Ibuprofen 300

Promazine 100

Aldomet 100

Chloral Hydrate 350
–––––––––––––––––––––––––––––––––––––––––––
*The value is the percentage of the drug with respect to 1mg/10ml
of clobazam that causes +0.01 change in absorbance.

Table 1. Determination of clobazam from pure solution.
–––––––––––––––––––––––––––––––––––––––––––
Clobazam taken Clobazam found * Relative Standard
mg/10ml mg/10ml  Deviation %
–––––––––––––––––––––––––––––––––––––––––––
0.100 0.102 0.98

0.150 0.151 0.66

0.200 0.203 0.50

0.300 0.290 0.39

0.500 0.504 0.31

1.000 1.042 0.10

1.200 1.210 0.08

1.500 1.515 0.06
–––––––––––––––––––––––––––––––––––––––––––
*Every reading is an average of five independent measurements.

Table 2. Optical characteristics precision and accuracy of
the proposed method.
–––––––––––––––––––––––––––––––––––––––––––
Parameters Values
–––––––––––––––––––––––––––––––––––––––––––
λmax (nm) 450

Molar absorptivity (mol-1 cm-1) 0.5510 x 104

Regression Equation (Y)*

   Slope (b) 0.897

Intercept (a) 0.078

Correlation coefficient (r) 0.826

Relative Standard
   Deviation  (RSD%)** 0.96 %

%Range of Error
   (Confidence Limit) at
   95% Confidence Level 9.02 + 0.024 %
–––––––––––––––––––––––––––––––––––––––––––
*Y = a + bC where C is the concentration of analyte (mg/10 ml)
and Y is the absorbance unit.
**Calculated from five determinations.
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Table 4. Determination of clobazam from pharmaceutical preparations.
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––
Drug Trade Name Pharmaceutical Amount Present Amount Percentage

Preparation (Manufacturer’s Found* Recovery(%)
Specifications)

(mg)
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––
Clobazam Frisium (Aventis Pharma,

Karachi, Pakistan) Tablet 10 10.2 102
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––
*Every reading is an average of five determinations.

The proposed method is successfully applied
for the quality control of pure clobazam and in the
pharmaceutical dosage form as shown in Table 4.
Thus, the spectrophotometric method for
determination of clobazam is reliable, simple, sensitive
and reproducible. It is selective for clobazam. The
method can be successfully applied for microdetermi-
nation of clobazam either in pure form or in
pharmaceutical preparations. The colour reaction has
0.1 mg/10 ml as visual limit of quantization. The
advantage of the present procedure is that it neither
requires many reagents nor many solvents and has
low RSD (0.96 %), whereas HPLC [3,4]
procedures are long, tedious and expensive involving
many reagents and solvents. The literature indicates
that this color reaction has not been reported
previously. A significant advantage of the
spectrophotometric determination is its application
to the determination of individual compounds. This
aspect of spectrophotometric analysis is of major
interest in analytical pharmacy, since it offers a distinct
possibility of quality control in the assay of
pharmaceutical dosage formulation.
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Abstract: In this paper we study wavelet filters applied to watermarking in order to protect copyrights.
Information is inserted in the transformed domain of the image. This transform is based on the analysis
of the main components and wavelet transform. The watermarked image is reconstructed applying the
inverse transform. We perform mathematical proofs over the image to demonstrate that the original
image is slightly altered after the watermarking process. Finally, we simulate different attacks such as
JPEG compression and adding noise to the watermarked image. We argue that this method is efficient
based on robustness and security.

Keywords: Wavelets, watermarks, copyrights

Introduction

In these days, due to the increment of illegal
copies and espionage in different communications
media, digital watermarking is essential to protect
copyrights in digital images [7]. This lead us to
interchange information in a secure manner over
insecure communication channels. Watermarking
techniques slightly modify the original data, hence
these are almost invisible [8].

In steganography, the main objective is to insert
a message as a watermark inside a carrier image
[1,9]. Watermarking technique requires the following
properties in order to use it: legibility, security,
invisibility and robustness. Legibility refers to the
ability to detect the embedded information whenever
it is required to extract it, security involves
camouflaging the watermark in such a way as to
make it unnoticeable for the rest of the people; for
purposes of invisibility it is very important to select
the carrier images and finally, robustness refers to
the ability of the watermark to resist a number of

attacks [3,4,10]. These attacks include digital image
processing operations such as compression,
geometric distortion and different kinds of noise.

Discrete Wavelet Transform (DWT) and the
Discrete Cosine Transform (DCT) are the most
popular domains for watermarks [11]. In general,
the DWT produces images with more visible
watermarks and with more storage capacity [12].

The first part of the paper focuses on the
description of the DWT, the inverse DWT (which is
used to reconstruct the image with an embedded
watermark) and finally we explain the procedure to
recover the embedded information. Then, we
describe the different attacks that can alter the
watermark, showing a table comparing the results
from the tests by submitting the watermarked images
to the different attacks.

Materials and Methods

Wavelet discret transform (DWT)

Signal x(n) is passed trough a bank of mirror
filters in cuadrature [13]. The resulting signal of each
filter is decimated by a factor of 2.

–––––––––––––––––––––––––––––––––––––––––––
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Signal resolution, which accounts for detailed
amount of information inside the signal, is modified
by the filters and is scaled by the decimation
operation. Decimation of a signal corresponds to a
reduction of the sampling frequency or to the
discarding of some of the samples of the signal. This
process of filtering and decimation is known as sub-
band coding as shown in Fig 1.

This procedure can be expressed as:

where yhigh[k] and ylow[k] are the output of the high
pass filters and low pass filters respectively, after
the decimation by 2.

This is the operation mode of the DWT. This
procedure analyzes the signal in different frequency
bands with different resolutions through
decomposition of the different components of the
signal from high energy to low energy. This
decomposition of the signal in different frequency
bands is accomplished through successive filtering
of the signal in the time domain as show in Fig 1.
The original sequence x[n] is passed through a high
pass filter g[n] and a low pass filter h[n].

Sub-band coding can be repeated to achieve
more decomposition. Each level of filtering and
decimation will result in half the number of samples
(and hence, half the number of time resolution.)
Depending of the chosen wavelet, coefficients of g
and h will change.

There are a number of different wavelet
transforms. However, we have only worked with
the Haar wavelet transform, which after a number
of tests was the more appropriate for this particular
application and indicates application of the transform
only at the first level. [2,5,6].

Figure 1.  Sub-band coding algorithm .

DWT in two dimensions

A discrete image X is a matrix with M rows
and N columns of real numbers, where M and N
have to be even integers:

The wavelet transform in two dimensions is obtained
with the same equations as for one dimension;
performing the next steps:

A. Applying the wavelet transform to each row
X, which will produce a new matrix.

B. Applying to this new matrix obtained in step A
the wavelet transform again, but this time to
each column.

(3)
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This results in four sub-images of M/2 rows and
N/2 columns:

a1 is calculated with the average of the rows
followed by the average of the columns, resulting in
this sub-image; a compression of the original. It
contains low frequency components.

h1 is calculated with the average of the rows
and the difference of the columns. Here the horizontal
details of the image are preserved and contain
middle-low frequency components.

v1 is similar to h, except that the vertical and
horizontal components are interchanged. This sub-
image contains the vertical details, conserving
components of middle-low frequency components.

Finally, d1 contains the diagonal details and it is
calculated as the difference of the columns and rows
and contains the high frequency components. [2,5,6].

DWT applied to watermarking

Once we have sub-matrices a1, h1, v1 and d1,
matrix a1 is kept intact since it contains the low
frequency components. If it is altered it could have a
big impact in the image which is not recommendable.
Matrices v1 and d1 are not used either to embed a
watermark since they contain middle high and high
frequencies, respectively, being the most vulnerable
in case of an attack. This only leaves matrix h1, which
contains the middle low frequencies; this makes it
the must robust part to attacks after low frequencies,
but the difference is that changes in this matrix will
not be perceptible.

The watermark is inserted following the next
procedure. The first pairs of the components of the
matrix are compared. If the first is higher than the

(4)

second one it is considered as a “1”, otherwise it
will be considered as “0”. Then the next pair of values
are compared and the same insertion criteria are used
until the whole matrix is compared. This is also the
general procedure for a steganographic application.

For watermarking we have make several tests
with different images. We have confirmed that by
distributing the information among the luminance and
crominance matrices it is not robust against
compression. We have also proved that the higher
percentage of information is found in the luminance
matriz. This means that the crominance matrices will
be the more affected in case of compression.

By storing information only in the middle low
frequencies of sub-matrix h1 of luminance we
obtained satisfactory results.

Attacks

There are various types of attacks to try to
eliminate a watermark. It is important to notice that
for an attack to be efficient it should eliminate the
watermark without modifying the image visibly.

Types of attacks

A. Compression. When a commercial method of
compression is applied to the image to eliminate
the watermark, and then it is returned to the
original format.

B. Geometric Distortion. Consists in summing
to each pixel of image a small value to modify
it completely without noticing visually.

C. Noise. There are different types of noise that
can be summed to the image to alter it, such
as:

Multiplicative Noise: it uses the next equation
fnfg *+=  to sum the noise to the image,

where f  is the image and n  is a random variable
uniformly distributed. The range in which n
takes values depends on the variance. This
noise softens the image in a uniform manner,
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hence for a small variance the effect on the
image is also small.

Impulsive Noise: it adds random values to
some of the pixels of the image, the amount of
pixels that are affected is related to the variance.
The elements altered by this noise are very
noticeable in the image.

Gaussian Noise: it adds noise normally
distributed (as shown in Table 1). This noise is
more aggressive than the rest, since it distorts
the whole image, making it very susceptible.

Results and Discussion

Implementation and tests

First we show, graphically and mathematically,
how the original image changes with respect to the
image with the embedded watermark, then it can be
seen how the image is affected with the watermark
with each attack. The Figures only show the test in
one image due to the extension it occupies, but a
Table is annexed with the mathematical prove of five
different images. All tests were done by introducing
information at its maximum capacity [12].

Figs. 2, 3 and 4 show 3500 samples taken to
each matrix R, G and B. The one in red corresponds
to the original image and the one in blue shows the
image with the watermark.

Figure 3.  Graphic of 3500 samples of matrix G, in red the
original image and in blue the watermarked image.

Figure 2.  Graphic of 3500 samples of  matrix R, in red the
original image and in blue the watermarked image.

Figure 4. Graphic of 3500 samples of matrix B, in red the original
image and in blue the watermarked image.
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In the above three Figures, we can see the
changes suffered by the watermark in each plane,
although when recovering the image, these changes
are not noticeable.

Figs. 5, 6 and 7 show the same 3500 samples
taken in each matrix R, G and B, but now in red we
have the image with the watermark and in blue the
same image with multiplicative noise with variance
of 0.001.

Figure 5.  Graphic of 3500 samples of matrix R, in red the
watermarked image and in blue the watermarked image
with multiplicative noise.

Figure 6.  Graphic of 3500 samples of matrix G, in red the
watermarked image and in blue the watermarked image
with multiplicative noise.

Figure 7.  Graphic of 3500 samples of matrix B, in red the
watermarked image and in blue the watermarked image
with multiplicative noise.

Multiplicative noise softens the image and with
small variance, as the one used here of 0.001, the
alteration is almost not perceptible, and the
watermark resisted 100% in different images.

Figs. 8, 9 and 10 show the same samples
selected in the previous graphs. In red we have the
watermarked image and in blue the same image after
adding the impulsive noise with variance of 0.001.

Figure 8.  Graphic of 3500 samples of matrix R, in red the
watermarked image and in blue the watermarked image
with impulsive noise.
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Figure 9. Graphic of 3500 samples of matrix G, in red the
watermarked image and in blue the watermarked image
with impulsive noise.

Fig ure 10.  Graphic of 3500 samples of matrix B, in red the
watermarked image and in blue the watermarked image
with impulsive noise.

Adding impulsive noise to the image visually is
very notorious, hence it is a very perceptible attack.
After several tests with different images, 12% of the
embedded information was lost.

In Figs. 11, 12 and 13 we have the same
samples taken in each matrix R, G and B, where the
graph in red shows the watermarked image and in
blue the same image with noise but now Gaussian
with variance of 0.001.

Figure 11. Graphic of 3500 samples of matrix R, in red the
watermarked image and in blue the watermarked image
with Gaussian noise.

Figure 12.  Graphic of 3500 samples of matrix G, in red the
watermarked image and in blue the watermarked image
with Gaussian noise.

Figure 13.  Graphic of 3500 samples of matrix B, in red the
watermarked image and in blue the watermarked image
with Gaussian noise.
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As in the previous examples, the tests
correspond to a variance of 0.001, losing an average
of 16% of the watermark.

Gaussian noise and impulsive noise affect the
image in different manner but they are much more
notorious than  the multiplicative noise, which is
reflected in these Figures.

For the geometric distortion, we have done
several tests using shifting in the range of 1 to 80. It
is important to mention that using a shifting higher
than 15 will produce a visible modification on the
image. The purpose of using higher values of shifting
in this work is to prove that the watermark always
resists the attack regardless of the value added, since
the inserted information is embedded comparing
pairs of values, and the added value does not alter
this relation. The histogram shown in Figure 14 shows
the impact on an image caused by applying a shifting
of 50.

Figure 14.  In blue the histogram of the watermarked image
and in black the watermarked image with shifting of 50.

Compression was done with commercial
software with formats BMP, JPEG and Zip. This
software offers a compression rate ranging from
50% to 70%. However, if the watermark is
embedded in the zone that we propose in this paper,

satisfactory result is achieved when the watermark
is recovered.

The mathematical analysis was done with the
correlation index, energy percentage recovered and
PSNR (Peak Signal to Noise Ratio). The results
are shown in Tables 2, 3, 4, 5 and 6.

We calculated the correlation index between
the original image and the modified image as follows:

(5)

where:
ρxy[l] Correlation index
 rxy[l] Cross correlation between the original image

and the modified image.
rxx[0] Autocorrelation of the original image.
ryy[0] Autocorrelation of the modified image.

We calculated the PSNR as follows:

(6)

where:

X and Y are the number of rows and columns,
respectively.

Px,y represents a pixel, whose coordinates are
(x,y) in the original image.
represents a pixel, whose coordinates
are (x,y) in the watermarked image.
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Table 2.  Matrix R correlation.

Table 3.  Matrix G correlation.

Table 4.  Matrix B correlation.

Table 5. Energy percentage of the recovered watermarked
image.

Table 6.  Metric distortion by PSNR (dB).

In conclusion, the objective of this research is
to demonstrate the legibility, security and robustness
of this technique of embedding digital watermark,
which in our opinion is accomplished for the following
reasons. It is legible since the embedded information
can be recovered using the inverse transform
procedure. It is secure since for any non-authorized
person the existence of the watermark is not evident.
And more importantly, it resists compression such
as JPEG, geometric distortion and multiplicative noise,
attacks that alter the image in a uniform manner.
These types of attacks will not affect the embedded
information, hence it will resist a watermark. On the
other hand, impulsive noise and Gaussian noise affect
the watermark, but we should remember that if an
attack is effective it should not alter visibly the image,
and these two attacks clearly affect the image.

It should be noted that watermarked images
have a high quality. This means that by embedding
the watermark the image is not altered significantly.
This can be seen in the first value of both the
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correlation and the energy Tables and in Table 6 of
metric distortion.
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Abstract: The present study was conducted in and around Machiara National Park, Azad Jammu &
Kashmir (AJK) in 2004 to document the faunistic diversity of the Park. Two species of snakes Coluber
ladacensis and Amphiesma platyceps (Reptilia) are being reported for the first time from AJK in general
and Machiara National Park in particular.

Keywords: Herpetology, biodiversity, Coluber ladacensis, Amphiesma platyceps

Introduction

Machiara National Park in Azad Jammu &
Kashmir (AJK) lies on the western side of Punjal
Range and is zoogeographically part of the
Himalayas. The park possesses unique physical as
well as biogeographical characteristics and presents
a variety of microhabitats. It falls in the monsoon
belt and receives sufficient precipitation in the form
of snow and rainfall. Regarding the herpetology of
AJK, very limited studies are so far available [1-5].
The present study reports two species of snakes
from this area for the first time. Previously, Smith [6]
is known to have made the first and the most
comprehensive studies on snakes of the Indian sub-
continent, including Pakistan. Later on Minton [7]
and Mertens [8] also extensively studied the
amphibians and reptiles of Pakistan. However, they
mainly concentrated on the southern provinces of
Pakistan with some records from northern Pakistan
as well.

Study Area

Machiara National Park located at 340 40′ N
latitude and 730 10′ E longitude covers an area of

about 33136 acres. The park area represents
temperate forest and alpine meadows. Top of the
Makra Mountain here represents an area of
permanent snow. Although the park is spread over
a relatively smaller area, it has a steep vertical cline.
The area starts at an altitude of about 800m and
attains a height of about 3000m at Makra Mountain
top. Several visits were made during the year 2004
to the park area to study its faunistic diversity.

Results and Discussion

The species ladacensis was first described
as Zaminis ladacensis Anderson, 1871. Smith
synonymised the species with Coluber rhodorachis
[6], which was followed by Minton [7]. Mertens
[8] once again considered it as an independent taxon
and identified it at sub-specific level as Coluber
rhodorachis ladacensis. He reported its presence
from different areas of Pakistan, including some parts
of NWFP. Khan [9] followed the arrangements of
Mertens [3]. Whitaker and Captain [10] raised it to
species level and stretched the limit of its subcaudal
scales to 93.



The species platyceps was first described as
Tropidonotus platyceps Blyth, 1845. Smith [6]
identified it as Natrix platyceps. Minton [7] did not
show the presence of this species in Pakistan.
However, Mertens [8] reported its presence as
Natrix (Amphiesma) platyceps from Abbotabad.
Khan [9] and Whitaker and Captain [10] placed it
in the genus Amphiesma.

The presence of Coluber ladacensis in AJK
is based on specimen # PMNH 1650 collected from
Chogali (34º 25´ 27" N, 74º 44´ 52" E) at an
elevation of 2385 m. Chogali is a temperate forest
with thick conifer trees and shrubs, representing
extremely mesic habitat. The specimen is
characterized by19 mid-dorsals; 208 ventrals; 98
subcaudals, divided; 8 supralabials, of which 4th and
5th touch the eye; 2 preoculars; 2 postoculars  and
presence of loreal.

The presence of Amphiesma platyceps is
based on specimen # PMNH 1654, collected from
Pathra (34º 32´ 58" N, 73º 31´ 53" E) at an elevation
of 2490 m. The specimen is characterized by 19
mid-dorsals, middle ones keeled and lateral smooth;
194 ventrals; 63 subcaudals, divided; 8 supralabials,
of which 3rd, 4th and 5th touch the eye; 1 preocular;
2 postoculars; loreal and anal, entire.

The existence of these two species in the Park
is not surprising since both of these have been
previously reported from the geographically adjacent
North West Frontier Province (N.W.F.P.) of
Pakistan. However, it is worth mentioning that the
historic report of these species in NWFP was based
on old taxonomic arrangements that do not agree
with the recent characterization of these species made
by Whitaker & Captain [10]. The latter authors [10]
have clearly delineated the species from the other
closely related taxa and have set new ranges of the
phollidosis of the species. The present study not only
stretches the occurrence of these species from
Pakistan well into Azad Jammu & Kashmir reaffirming

their existence in the northern temperate forests of
Pakistan but also shows that a consistent and long
term effort is needed to document the total natural
wealth of the Park.
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We show that the Gauss equation employed in
the embedding of R4 into E5, yields a symmetric tensor
bij which generates a Lanczos potential for the Gödel
cosmological model.

A spacetime can be embedded into E5 if and
only if there exists the second fundamental form

  fulfilling the Gauss – Codazzi equations [1]:

where  is the curvature tensor and ;j
denotes the covariant derivative.  Then we say that
such-space is said to be of class one.

From the Gauss relation (1) it is possible to
show the identity [2-6]:

where  are the

Einstein and Ricci tensors, respectively, and
 is a Lanczos invariant [7,8] in terms

of the double dual [9] of  the Riemann tensor

 is the Levi-

Civita tensor, and

If  p ≠ 0 then (3) can be used to obtain explicitly a
bij verifying (1).

Now we apply (3) to the Gödel metric [10]
(using signature +2):

(6)

The tensor (6) does not satisfy (2) because we know
[11-15] that (5) is not of class one; in fact,

.  Thus, for this Gödel cosmological model
we have a Bcij whose only non-zero independent
components are:

(7)

–––––––––––––––––––––––––––––––––––––––––––
Correspondence Address:
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with the same symmetries as the Lanczos potential
Kcij  [9,16,17]:



Then  “ansatz”

(8)

must generate the conformal tensor via the expression
[18,19]:

(9)

where .  With (7) and (8) we find
that (9) implies correctly all components of the Weyl
tensor if , which means that (6) produces
a Lanczos potential for Gödel geometry:

(10)

We know that (5) does not accept embedding into
E5. However, the study of the Gauss-Codazzi
equations is important because it permits construction
of the Lanczos generator (10) for the Gödel
spacetime. Then, if a metric is not of class one,
perhaps a bijverifying (1) may have a relationship
similar to (10) with a Lanczos potential for this
metric.

Our work calls attention towards an
interesting connection between the embedding of
Riemannian 4-spaces and the Lanczos generator,
which needs be investigated further. For example, it
is still not known if (5) admits embedding into E6
[13-15,20]. The Lanczos potential gives us a new
approach to this open problem.
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Obituary

Mr. A. H. Chotani
1923-2004

Mr. Abdul Hamid Chotani breathed his last on
17-10-2004, at the age of 81 years, after a prolonged
illness. May Allah rest his soul in peace (ameen).

One of us (M. Aslam) met Mr. Chotani when I
(S.M. Jaffar) joined PCSIR in October 1954.
However, I recalled having seen his photograph in
1940 in a newspaper, when he topped in the
matriculation Examination of Bombay University
(India) where I too was a student. I believe, he was
the first Muslim in the province to have achieved this
distinction. He went on to do his B.Sc. (Hon’s) in
1945 from Bombay University, and then B.S. and
MS in Chemical Engineering from University of
Wisconsin, Madison, U.S.A., in 1947&1948.

While working for a master’s degree in
Chemical Engineering, he was also teaching in the
Mathematics Department, which supplemented his
meager financial support from philanthropic
organizations in Bombay. His strong background in
Physics, Chemistry and Mathematics helped him to
achieve high grades in the courses required in the
Chemical Engineering Department. In Wisconsin, he
provided voluntary assistance to his Indian colleagues
in the evenings, in working on class-assignments,
which included both Muslims and Hindus.

Mr. Chotani participated actively in the Islamic
Cultural Association of the University of Wisconsin,
which included students from Pakistan, Egypt,
Turkey, India and Iraq. Independence Day of
Pakistan was celebrated on 14th August 1947 in the
student union hall. I (S.M.Jaffar) recall that a National
anthem of Pakistan had not been decided upon by
that time. Pakistani students presented a substitute
anthem by signing a poem of Allama Iqbal, which

was translated into English poetry by Mr. Chotani
and distributed to the audience. Once, after Friday
prayers, a recitation of Holy Qur’an was held by
some Muslim students who possessed Qirat
certificates from religious schools. Mr. Chotani
surprised them when he recited the Qur’an with
excellent “Tajwid”. He told us that he was able to
do this because his teacher taught him, in his early
years, to read Qur’an with correct pronunciation
(Tajwid).

He was an active member of International Club
of the University of Wisconsin, which had a
membership of seventy countries. He represented
Pakistan effectively and spoke convincingly on the
Two Nation Theory, ideological basis of Pakistan
and issues concerning partition of the sub-continent.
After completion of studies, he took an internship
with a paper-manufacturing plant in Wisconsin State.
Using his creative genius he succeeded in solving a
lingering problem affecting the quality of the paper.
This was highly appreciated by the management and
they offered him a regular job in their plant but Mr.
Chotani preferred to return and serve Pakistan.

Initially he joined the Association Cement
Industry at Wah, as a chemist, but routine nature of
his job did not satisfy his passion for undertaking
challenging assignments. He resigned after sometime
and moved to Karachi in search of a suitable job
where he could make use of his talent in Chemical
Engineering. Fortunately, Dr. Salimuzzaman Siddiqui,
newly appointed Chairman of P.C.S.I.R., was
looking for some dedicated scientists and engineers.
He was impressed by the qualifications and
experience of Mr. Chotani and he offered him a
research position in P.C.S.I.R., which turned out to



be a lifetime assignment till his retirement in 1983.

Mr. A. R. Chotani was working on a mini-plant
for Dr. Salimuzzaman’s project relating to “Use of
super-heated steam for desulphurization of Pakistani
coal”, when I (M. Aslam) joined the organization. A
project for waterproofing roofing–felt had been
assigned to me, and I realized that laboratory
experimentation had to be done on pilot-plant scale
in order to ensure proper commercialisation of this
product. I discussed this problem with Mr. Chotani.
He was very excited and we worked out a plan, got
a rather reluctant approval from Dr. Salimuzaman,
and went to work. Early results were very
discouraging and, to top it all, there was a fire in the
pilot-plant, which also partly damaged the barrack
in which it was housed. Dr. Salimuzaman called me
and said, “I don’t have the heart to tell this to Chotani,
but you should convey to him that a failure in research
should not become a prestige-issue”, and suggested
winding up the project. I conveyed this to Chotani.
He was absolutely dumbfounded; he just sat there
for almost half an hour saying nothing and I was
looking at his mental state. I went along with him in
deciding to undertake three further trials, before
giving up the project. A main problem had been to
cool and get the right structure in the felt after it came
out of the steeping tank. It was our last experiment
and we resorted to direct spray with water, which
gave us success!

We produced 5,000 sq. ft. of the felt and then
showed the results to Dr. Salimuzaman, who was
no less excited. This shows one aspect of Chotani’s
character. Whenever he undertook any project/
assignment, he would not accept failure— this was
his great strength and, in some cases, this trait was
also his weak point.

Subsequently, looking after the Chemical
Engineering & Pilot Plant Division of P.C.S.I.R.,
Chotani was involved in upscaling the coal-project
into a major pilot-plant, in which German experts
also provided inputs. Sometime thereafter,
Salimuzaman decided to take him on to the

Administration side, as Secretary of P.C.S.I.R., a
responsibility handled well by him for almost a
decade. Later, he returned to the R&D side in 1967/
68, to become the head of the Fuel Research Center
at Karachi. He was awarded Tamgha-e-Quaid-e-
Azam by the Government of Pakistan in recognition
of his meritorious services to PCSIR. Then, in 1977
he went to head the Hydrocarbon Research Institute,
where he did important spade work on utilization of
LPG and CNG for automobiles, leading to
development of appropriate conversion-kits. Finally
he returned to P.C.S.I.R. as Member (Technology)
of the Governing Body in 1980, and he retired in
1983.

Chotani was a hardworking person, took all
his responsibilities and assignments very seriously.
He played a great role in establishing Pakistan
Association of Scientists and Scientific Professions
in 1955/56 and remained associated with this
organisation in one capacity or the other till 1988.
He was also involved in various social projects of
his Memon community.

On of the sources of his energy and strength
was undoubtedly the fact that he was a good Muslim,
steadfast in his prayers. Chotani was a person with
many personal gifts. Not only was he a good friend
and easy to get along with, but he had a multitude of
interests—professional as well as social. At one
stage, he was one of a group of four persons, in the
early days of P.C.S.I.R, who were constantly
engaged in thinking and working together on a variety
of S&T problems of industrial interest.

Mr. Chotani is survived by a family of four; a
widowed wife, two sons and a daughter. His memory
will always remain in our hearts as a scientist as well
as a human being of highest moral values. May Allah
almighty give his family the strength to bear this
irreparable loss.

Muhammad Aslam
Fellow, Pakistan Academy of Sciences

 and
Syed Muhammad Jaffar (Ph.D. Wisconsin)
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