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Introduction

In [4-6], Ying elementally establ-
ished the notion of fuzzifying topology
with the semantic method of continuous
valued logic. He discussed the neighbor-
rhood structure of a point and the conv-
ergence of nets and filters in this new fra-
mework. Also, he presented the concepts
of interior, closure and continuity and th-
eir fundamental properties in fuzzifying
topology. In [2] the concept of fuzzy y-

open sets and fuzzy y-continuity were

introduced and studied in fuzzifying top-
ology. In[3], the concepts of fuzzy cy -

open sets and fuzzy cy -continuity in fu-

zzifying topology were presented and by
making use of these concepts, some dec-
omposition of fuzzifying continuity were
introduced.

The main purpose in the present
paper is to introduce the theory of y-co-

nvergence and cy -convergence on nets
and filters in fuzzifying topology.
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Furthermore, we provide some interestin-
g characterizations concerning y -contin-

uity, cy -continuity and y -Hausdorff sp-
aces by making use of the y -convergen-
ceand cy -convergence theory of nets in
fuzzifying topology.

Preliminaries

We present the fuzzy logical and
corresponding set theoretical notations
[4,5] since we need them in this paper.

For any formula¢, the symbol
[¢] means the truth value of ¢ , where
the set of truth values is the unit interval
[0,1]. We write [0 ¢ if [¢]=1 for any
interpretation. Also, O(X) is the family

of all fuzzy sets in X. The truth valuation
rules for primary fuzzy logical formulae
and corresponding set theoretical notations
are:



Nets and filters in fuzzifying topology

(@) (i) [a] = ala € [0,1]);
(i) [o Ay]=mn([e],[v]);
(iii) [¢ = w] =min(1,1-[p]+ [y]).
(b) IfA € I(X),[x € A] := A(X).
(c) If X s the universe of discourse, then.

[Vxp(x)] :=inf [p(X)].

xeX
In addition the truth valuation rules for deri-
ved formulae are:

(@) [=¢] =[p - 0] =1-[o];

(b) [ V] =[~(—¢A-y)] =max([p],[v]);
) lpcvl=Le>v)ANy - 0);

(d) [Fxe(X)] = [VXx=p(X)] :=sup [p(X)];

xeX
(e) If X,E € 3(X), then
() [AcB] = [Vx(x € A - x € B)]
=inf min(1,1 - A(x) + B(x)),

xeX

(ii)[A=B] =[AcB]A[B AL

We give now the following definitions and
results in fuzzifying topology which are used
in the sequel.

Definition 2.1 [4]. Let X be auniverse of
discourse, 7 € I(P(X)) satisfies the follow-

ing conditions:

(@) 7(X)=Lz(#)=1;

(b) for any A,B,7(AnB)>7(A)A7(B);

(c) for any

(A e A},r( U Aﬂ) > A 7(A).
AeA AeA

Then 7 is called a fuzzifying topology and
(X,7) 1is a fuzzifying topological space.

Definition 2.2 [4]. The family of all fuzzify-
ing closed sets, denoted by F € I(P(X)), is

defined as follows: A€ F = X-A e T,
where X — A is the complement of A.

Definition 2.3 [4]. The fuzzifying Neighbou-
rhood system of a point X € X is denoted

by Nx € I(P(X)) and defined as
N_(A) = sup z(B).

xeBc A
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Definition 2.4 [4, Lemma 5.2]. The closure
A of A is defined as AX)=1- N (X —A).
In Theorem 5.3, Ying proved that the clos-
ure : P(X)— 3(X) is a fuzzifying closure
operator (see Definition 5.3 [6]) because its
extension

T30 - 30,A = | 0ALA € I(X),
a<l0,1]

where Aq = {X : A(X) > a} isthe « -cut

of A and aA(X) = a A A(X) satisfies the f-
ollowing Kuratowski closure axioms:

(@) F ¢ = ¢; B
(b) for any Ae J(X),E Ac K;
(c) for any ABe3(X),rAUB=AUB;

In
>

(d) for any K,E € 3(X), " (A)

Definition 2.5 [4]. For any A S X, the fuz-
zy set of interior points of A is called the in-

terior of A, and givenas A°(x):= N (A).
From Lemma 3.1 [4] and the definitions of
N, (A) and A, we have 7(A)= ian‘ A’ (X).

Definition 2.6 [2]. Let (X,7) be a fuzzifying
topological space.
(a) The family of all fuzzifying y -open set-

s, denoted by 7, € 3(P(X)), is defined as
Aer, =VX(Xe A>xe A" UA "), ie,
()= ixlg max (A" (X), A " (X)).

(b) The family of all fuzzifying y -closed
sets, denoted by Fy € I(P(X)), is defined
as AefF, =X-Aert,,

(c) The fuzzifying y -neighborhood system
of a point X € X is denoted by N7 e J(P(X))
and defined as N} (A)= sup 7, (B).

XxeBcA

(d) Forany Ac X the y-interior of A,
denoted by Int, € I(P(X)), is defined as
Int, (A) = NX(A).

(e) The fuzzifying y -derived set of

A e P(X), denoted by d, € 3(X), is



_ 1 NT((X —
defined as WX = 1= Nx((X=A)ULX}).
(f) The fuzzifying y -closure of a set

A e P(X), denoted by Cl, € 3(X), is def-
, CL(A)(X) = 1 = NX(X - A).

ined as

(g) Let (X,7) and (Y,o) be two fuzzify-
ing topological spaces and f €Y *. A unary
fuzzy predicate C, € 3(Y XY, called fuzzify-
ing y -continuity, is given as

C,(f) =vBBeo - f!(B)cr,).

Definition 2.7 [3]. Let (X,7) be a fuzzify-

ing topological space.

(a) The family of all fuzzifying cy -open se-

ts, denoted by 7., € I(P(X)), is defined as

Aety = XX e ANATUA ) - X eA’),

ie.,

7,(A) =inf (1 — max(A°~(X),A”°(X)) +A°(X)).
XeA

(b) The family of all fuzzifying cy -closed

sets, denoted by Fey € 3(P(X)), is defined

as AefFg =X-A€rg,

(c) The fuzzifying cy -neighborhood system

of a point X € X is denoted by

N e J(P(X)) and defined as

NS (A)= sup 7, (B).

xeBc A

(d) Forany Ac X the cy -interior of A,
denoted by Int,, € I(P(X)), is defined as

Int,, (A):= N (A).

From Theorem 4.1 of [3] and the definitions
of NJ”(A) and Int_, (A) we have

7o (A) =ixlz£ N (A).

(e) The fuzzifying CY -derived set of

A€ P(X), denoted by d., € 3(X), is defi-
nedas d , (A)(X) =1-N7 (X =A)U{x}).
(f) The fuzzifying cy -closure of a set

A e P(X), denoted by Cl , € 3(X), is defi-

nedas Cl,, (A)(X)=1-N7(X - A).
(g) Let (X,7) and (Y,o) be two fuzzifying
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topological spaces and f €Y * . A unary
fuzzy predicate C_, e I(Y XY, called fuzz-
ifying cy -continuity, is given as
C,(f)=VBBeo—f '(B)e 7.,)

Theorem 2.1 [2]. Let (X,7) be a
fuzzifying topological space. Then
rFAefF, < Cl(A) A

Theorem 2.2 [3]. Let (X, 7) be a fuzzifying
topological space. Then
FAeFye < Clg,(A) € A

Theorem 2.3 [3]. Let (X, 7) be a fuzzifying
topological space. Then
FAet—> (Aer, AA e 1)

Theorem 2.4. [3]. Let (X,7) be a fuzzifyi-
ng topological space. Then
FAeNJ ABeNY -~ ANBeNY.

On y-convergence and cy -convergence

Let (X,7) be a fuzzifying topological spa-
ce. The class of all nets in X is denoted by
N(X)={S : S : D— X, where (D,>) is
a directed set}. Now, we introduce

Definition 3.1. (a) The binary fuzzy predica-
tes >7,oc” (resp. > ,c” )

e I(N(X)x X) are defined as follows:
S>7 X :=VAAe N - S€A),S «” X :
= VA(A € N} - S = A) (resp.

SO x ;= VA(Ae NI - S € A),S «° X :
= VAAe N{ > ST A),

where [S>7 X] (resp. [S > x]) stands for
the degree to which"S y -convergece to X"
(resp." S cy -convergece to X"); [ S oc” X]
(resp. [ S o« x]) stands for the degree to
which "X isa y-accumulation point of S "
(resp. "X is a Cy -accumulation point of S")



and € (resp. ©) is the binary crisp predi-
ctatate "almost in" (resp. "often in").

(b) The fuzzy sets lim, S, adh » S (resp.
limg, S, adh ., S) e 3(X) are defined as
lim, S(x):=S>" X, adh ,S(X):=S o’ X
(resp. limg, S(x) =S >% x, adh ¢, S(X)=S o x)
and called the y -limit and y -adherence

(resp. cy -limit and cy -adher-ence) sets of S
respectively.

Theorem 3.1. Let (X,7) be a fuzzifying
topological space. Then for any

Xxe X,AeP(X) and S e N(X).
(@FISS c A-{XjAS>" X) > xed (A)
(b)F3S(S = AAS>” X) > xeCl (A);
(©FAeF, 5> VS(Sc A—lim, S c A);

(DE=EITAT <S)A(T >7 X)) > S ” X,
where S < AT < S stand for"S isallin A
""T isasubnetof S ".

Proof. (a) We know that
v —1 _ /4
[S &7 x]=inf(1- NI (A).
[3S(Sc A-{X} AS>7 X)]= sup
SeN(X),ScA-{x}

= sup inf (1- N7 (B)).

SeN(X).ScA-{x} BeP(X)S28B
Now, for any S € N(X) such thatS < A—{x}
one can deduce that S ¢ (X — A)uU {x} beca-

use if S€ (X — A)u {x} , then there exist
meD and neD suchthat n>m and
S(n)e (X —A)u{x} andso
S(nN)g X —((X =A)ui{x})=A-{x}.
Thus, S € A—{x}.
So,

sup inf (I-N{(B)< sup (I-N((X-Aix}))

SeN(X),ScA-x; BEP(X)S?B SeN(X).ScA-{x}
=1-NJ(X-A)u{x})=[xed, (A)].

(b) If xe A, then the statement is obtained.
If x¢ A, then from (a) above and Theorem
2.3 we have

[CLAX]=[d,(AM)]=[FS(S = A-{X} AS>" X)]
= [3S(S € AASP7 X)].

[S>7 X]
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(c) From Theorem 2.1 we have
FAeF, & VXX € Cl,(A) > x e A

— VX(Xx € X—A - xe X-CIl,(A).

By some calculations, we have

[VS(S € A - lim, S € A)]

=inf  inf (1 —inf (1 — NX(B)))
SCA  xeX-A SeB

=inf inf supN;(B).

SCA XeX-A g9p
Therefore from (b) we have
Fy(A) = mf (1-Cl,(A)X))
xexX-A
< inf (1-sup inf (1-N%(B)))
XeX—A SCA  seB
= inf inf sup NX(B)
XeX-A SCA  Se&B
(d) Set R_{S}={A:SCA}, B {T}={A:TE€A}
Then for any T < S (for the definition of the
subnet see [1]), one can deduce that R, < s,

as follows.

Suppose T =S oK. If SEA, then there exis-
ts me D such that S(n)¢ A when n>m.
Now, we will show that TEA. If not, then t-
here exists p € E such that T(q) € A when
g > p. Moreover, there exists N, € E such t-
hat K(n,) > m because T < S, and there ex-
ists N, € E such that n, >n,, p because
(E,>) is directed.

In this way, K(n,)>K(n,)=m,SoK(n,)¢ A
and S(K(n,))=T(n,)e A Thisisa
contradiction. Therefore,

[AT((T < S) A(T>7 x))]

=sup inf (1 —N{(A)) =sup inf (1 —N)(A))
T<S TEA T<S At

<inf (1-NJ(A) =inf (1-NL(A) =[S« x].

AeRs SEA

Theorem 3.2. Let (X, 7) be a fuzzifying
topological space. Then for any

xe X,AeP(X) and S e N(X).

(@) F3S(S S A= X ASBEY X) > X € dey (A);
(b) =3S(S = AAS > X) &> xeCl, (A);

(c)



FAEF ., > VS(S c A—>limg, S c A);
(d) EIAT(T <SHAT > X)) > S < x.

Proof. (a) First, from Theorem 3.1

(a), we have

[AS(S S A—{x} AS> x)] < [x € dc,(A)].
Second, we prove

[xede, (A]<[S(S = A-{X} AS > X)].
If [xed¢,(A)]=0, the result holds.

If [xed,(A)]>0, then for any

Be(N ch)[l_dcy(A)(X)], we have

BN (A—-{x})# ¢, where

(NS fiae, o] = 1B 1 NJ7(B) >1—dc, (A)(X)}
is the strong [1—-d, (A)(X)] -cut of N7 be-
cause

[BeNT > BN (A-{x})#4]> de, (A)(X).
So, we can assign Xz € BN (A—-{x}) for
any B e (N xcy )[l—dcy(A)(x)]'

From Theorem 2.4, one can show that

(N )[i-de, (ax]» ) 18 a directed set. Now,

we consider the net

S’ :(Nxcy)[l_dcy(A)(x)] — A—{x} defined as
S$"(B)=xg forevery Be (N ) g (axw)
Then,

[3S(S = A= (X} AS > )] 2 inf (1= N7 (B)).

It is clear that 1— N7 (B) > d., (A)(X) in the
case that B ¢ (Nxcy)[l_dcy(A)(x)].

Now, suppose that BN (A—{x}) # ¢ and
Be (ny)[l_dcy(A)(x)]. Forany C < B we
have x, eC < B. So, S* ¢ B, i.e.,if

$" =B and B (N,7)[ g (] then

BN (A-<{x}) = ¢, and furthermore
Bc (X-A)U{x},

1-NY'(B) > 1-NY (X=A)U{X}) = de,(A)X).

In other words,
[3S(S < A= {x} ASBC X)] >inf (1-N§'(B)) > de, (A)(X).
S*&B

(b) If xe A, then Cl., (A)=1 and one can
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deduce that sup[S > x] =1 as follows.
ScA

Consider thenet S* : H — X defined by
S*(n)=x foreach ne H , whereH is any

directed set. Then, S < A and for any
Bc X with xgB,1-N(B)=1-0=1

and for any B < X with xe B, then S*€B
and so
[S* > x] = inf (1-Ny'(B)) = L.

S*&B
So, the result is obtained. If x ¢ A, then
Clc,(A) = de,(A)(X) = [3S(S € A- {x} AS>C X)]
=[3S(S S AASBCX)].
(c) From Theorem 2.2 and (b) above, we
have

Frer(A) = [Cle, (A) < A]
= [X—A S X-Clg,(M)]
= inf (1 - Clc,(A)(X))

XeX-A
—inf (1-sup inf (1 —N§7(B)))
XEX—A ScA  SeB

—inf inf sup N'(B)
XeX—-A  SCA S&B

= [VS(S € A - limg, S < A)].

(d) From Theorem 3.1 (d), we have

[AT(T <S)AT > x))]<[S < X]. Thus
we want to prove that

[AT(T <S)AT > x)]>[S < x]. Let
[Soc® x]=t. If t=0, then the result hol-
ds. If t>0, then X e (N7), . ie.,

(NS )iy # ¢. From Theorem 2.4, the Inter-
section of any two elements in (N7 g 18
still in it. For each Ae (N7),, i.e.,
1-N¢(A)<t, we have S ¢A. Then from
Lemma 2.5 [1] there exists T <S such that
TgA foreach Ae(N{"), . Thus,
Pr=AA:T €Ay <P)~ (N g
because the implication

Ae (Npyg=>TeA



is equivalent to the implication

Ae fr = AeP(X)-(N;),. We know
that Hs = (A8 €A} € PO - (NY )iy
because if Ae Ry, thenS € A
1-N(A)>t, ie, N (A)<1-t. Hence,
AeP(X)—(NS),.

So,

So,t =[S «C X] =inf (1 —N¢'(B))
AcRg
= inf  (1-N$(B)).
AP(X)-(NY )1
inf (1-N¢(B))
Since Ry < B;, then A<hr

—inf (1-N$'(B)) A inf (1-Ng7(B)) =t.

Acis AcBT-Rg
Thus, [3T((T < S) A (T>7 X))]

=sup inf (1-N{'(B)) >t=I[S«% x].
T<s  Aspr

Theorem 3.3. If S is a universal net, then
(@ E lim,S= adh §S;

(b) = limg, S = adh 5.

Proof. For any net S € N(X) and any
A e P(X), one can obtain that
SE&A=SLA Suppose S is a universal

netin X and SEA. Then SEX-A. Now,
one can deduce that if S € X —A, then

S & A because S € X—A ifand only if th-
ere exists M, € D such that for every

neD,n>m,S(n)¢ A ifand only if S & A.
Hence for any universal net S in X ,

. e NTCAY i N7 (AN —
(a) lim, S() =inf(1- N (A) =inf(1 - N (A)
adh  S(x).

. - _ Cr _: _ Cr _
(b) Tim,, S()=infll—N (A)=infll-N (A)
adh , S(X).

Theorem3.4. £ Sp'x = VA eAetr, - S€EA).

Proof. Since Bc A and S € A, we have
S & B and hence
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[S>7 x] =inf (1 —NX(A)) = 1-sup NX(A)

SEA SEA
=l-sup sup 7,(B)>1- sup 7,(B)
SEA  xeBcA SEB xeB
= if (1-17,(B))

S&B,xeB

=[VB(x e BAS&B -~ Bel-1,))]
= [VBx e BABe 7, > S €B))]
=[VB(x €e Be 7, > S €B))]
=[VAxeAet, > SeEA)]
Conversely, since N{ (A) > 7, (A), then

[VAx e Aet, > Se€A)]

= inf (1 -17,(A)) >inf (1 -Ni(A) =[S>7x].
S&A XeA S&A

Theorem3.5. + Sp% x - VAKX € A€z, - SEA.

Proof. The proof is similar to the proof of
Theorem 3.4.

Theorem 3.6. Let D and E_ be directed se-

ts for each m e D. Consider the directed set
H=Dx][]E,. If

meD

S = {s(m) : me D} e N(X),S™
= {S(man)an € Em} € N(X) and

SoR(m, f)={S(m, f(m),(m, f)e H} e N(X),
then

(a) £ Ym((m € D) > (S™ 5 S(m)) A(S57X) » SR X);
(b) £ Ym((m € D)  (S™ s S(m)) A (SCx) > SoRbTX).
Proof. From Theorem 3.4 we have
[Vm((me D) = (S™ 7 S(M)) A (S >7 X)]

“(-swp s M) A(l- s oA
meD  SMe&AS(m)eA Se&A xeA

=1 — ((sup sup  74,(A) V( sup 17,(A)).
meD  SMeA S(m)eA SEAxeA

Also, [SoRp>YX] =1— sup
SoR&A XxeA

7,(A).



Therefore the proof is obtained if we show
that

1 — (sup sup 7,(A) V
meD  SMEAS(m)eA
(sup 7,(A)=<1- sup  7,(A),i.e.,
Se&A xeA SoR&A XeA
(sup s T, (A) V

meD  SM&ATS(m)eA

( sup 7,(A) = sup 7, (A).
Se&AxeA SoRE&A xeA

Suppose  sup
SoREA XA
Then there exists A, suchthatx € A,,SoR & A

and 7(A.) > t. Hence, for any (m,f) € H

7,(A) > t.

Case 1.If there exists m, € D such that
S(m.) € A., then

(sup sup  7,(A) V( sup 7,(A)
meD  SM&A,S(m)eA Se&AxeA

> sup 7 (A)> 7, (A) > t.
S(M)@&A S (m.)eA

Case 2. If S(m) ¢ A. for anym € D, then
S & A. and furthermore sup 7,(A))

S&A xeA
> 7,(A) > t.
sup 7,(A) > 1,(A) > L.
S&EAxeA

Hence, we always have
(sup sup 7,(A) V( sup 7,(A) >t
meD  SMeA S(m)eA S&A xeA

On filter convergence in fuzzifying
topology

Definition 4.1. Let F(X) be the set of all
filters on X .

(a) The binary fuzzy predicates >’ ,=”

(resp. >, ™) € I(F(X) x X) are defined
as

K>? x := VA(A € N} - A € K),

K «” X := VA(A € K- x € Cl,(A)) (resp

KCr x := VAA e N > A € K),
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K <& x := VA(A € K > x € Cl¢,(A))).

(b) The fuzzy sets lim, K, adh K (resp.
limg, K, adh . K) e 3(X) are defined as
lim, K(X):=K>" X, adh K(x):=K o’ X
(resp. limg, K(X) = K > x, adh

¢, K(X):= K o< x) and called the y -limit

and 7-adherence (resp. Cy -limit and cy -
adherence) sets of K, respectively.

() If Ke3(X),then S* : D> X isa
net on X corresponding to K defined by
(X, A) > x, where D={(x,A): xe Ae K}
and the order of D is defined as follows:
(x,A)>(y,B) ifand onlyif Ac B.

(d) IfS € N(X), thenK® = {A: S € A}
is a filter on X corresponding to S.

Theorem 4.1.
(a) k lim, KS =1lim,S; (b) adhyKS = adh,S.

(c) £ lim, SK =1lim, K; (d) adh,S¥ =adh,K.

Proof.
(a) lim, KS() = inf (1 — N/(A))
AgKS

—inf (1 - N(A)) = lim, S(X).

SeA

(b) adh ,K3(x) =inf (CI,(A))(X)

AeKS

Sinf (1= N{(X=A) = inf (1-N{(X-A)) =adh,S(X).
SeA S&X-A
(c) First we prove that S € A if and only
if A€ K. If A€ K, then A# ¢ andso
there exists at least an element X € A, So
for (X,A) € D and any (¥,B) € D such
that (¥,B) = (X,A),B < A and so

SK(y,B) =y € BC A. Thus S¥ € A.
Conversely suppose S € A. Then there
exists (¥,B) € D such that (z,C) = (y,B)
and we have S$"(z,C) € A. So for every
z€B,(zB) > (y,B) and SK(z,B) =z € A
implies B = A. Then, A € K. Thus
AgKeoS<EA Now,



lim, SK(x) = [SX &7 x] =inf (1 — N4(A))

SeEA
=inf (1 —NX(A)) = lim, K(X).
AgK

(d) First we prove that X —A € K & SK £ A,
Suppose S & A. Then, there exists (z,B) € D
such that SX(z.C) & A for every
(¥.C) € D with (¥.C) = (z,B). Now, for
every X € B,(X,B) = (z,B) and
SK(x,B) =x ¢ A, ie, BNA=1¢ 50
Bc X—Aandthen X—A € K.
Conversely, suppose X — A € K then
X —A # ¢ and thus it contains at least an ele-
ment X. Now, for any (Z,C) € D such that
(z,C) > (X,X—A) we have SK(z,C) =z ¢ A.
Hence, S £ A. So, adh
ySK(X) = [SK =7 x] = inf (I - NX(A))

SKeA
= inf Cl (X - A)(X) =infCl, (B)(X) =adh

K(x).

Theorem 4.2.

(a) F limg, K® = lim., S;
(b)adh ., K® = adh ,S.
(c) F limg, $* = lim¢, K;

(d)adh ,S* = adh . K.

Proof. The proof is similar to that of
Theorem 4.1.

Some applications

Definition 5.1 [2]. Let (X,7) and (Y,0) be
two fuzzifying topological spaces and let

feY*. We define the unary fuzzy
predicates y, € 3(Y ), where K=1,....5, as
(a)f €y, =VBBeF" > f1(B)eF)),
where F" is the family of fuzzifying closed

subsets Y, and 7 is the family of fuzzifying
¥ — closed subsets X;

b)fey, = VxVu(u e Nf(x) - f_l(U) € N%),
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where N is the fuzzifying neighbourhood
system of Y and N7 is the fuzzifying y -
neighborhood systems of X ;

(c)

feys =VXVUQU € Niwy — Fv(f(v) S u - v e N)));

(d) f ey, =VA(F*(A)ccl (f(A));
(e)f € ys = VB(CIX(F'(B)) < F'(clv(B))).

Theorem 5.1 [2].
F feC ofey, k=1,...,5.

Definition 5.2 [3]. Let (X,7) and (Y,0) be
two fuzzifying topological spaces and let

f € Y*. We define the unary fuzzy predicta-
tes Ok € I(YX), where K =1,...,5, as

follows:

(@) fe 0, =VB(BeF »f!(B)eF,),
where F" is the family of fuzzifying closed

subsets Y , and F éy is the family of fuzzify-
ing cy —closed subsets X ;

(b) f € 02 = ¥xvu(u € Nigy ~ f(u) € N7),
where N is the fuzzifying neighbourhood
system of Y and N is the fuzzifying

cy -neighborhood systems of X;

()

feld; = WW(U € Ny = v(f(v) Cu->ve NSV)>;
d) fed, =vA(fcld (A)ccl, (f(A);

(e)f € 05 = vB(cIX, (F'(B)) < f'(clv(B))).

Theorem 5.2 [3].

(@ F feC,, o feb;

(b) ¥ feC,, > feb,;

(c) F FTeb, ofeby where j=3,4,5.

Definition 5.3. Let (X,7) and (Y,o) be
two fuzzifying topological spaces and let
feY”. We define the unary fuzzy

predicates Y6, 6, € I(Y*) as follows:

(a)



fey, =VxVS(Se N(X)A(S>" X) > (f oS> f(X)));

(b)

fed, =VxvS(SeN(X)A(SBY X)—>(f oSt F(X)).

Theorem 5.3.
@F feC, - feyg;

b)F feC, & feb,.

Proof. (a) From Theorem 5.1 we have
 feCy, o fe vy then, the result holds if
we proved that F f € y2 > f € ye. If
[foSpf(X)] = [S>" X], then the result ho-
Ids. If [feS>f(x)] < [S>” X], then one
can deduce that for each X € X and

S € N(X),

min(1,1 — [S>? X]+ [fo S f(X)]) > y,(f).
It is shown as follows:

Since fo S & B implies S & 7' (ii), then
[S>? X] = [foS>f(X)]

= inf (1 -Nk(A)) — inf
ASX,SEA BcY,foS&B

(1 =N (B))

< inf  (1-N{(F(B) — inf (1-Niy(B)
BcY,foS&EB BcY,foS&B

< sip Ng(B) - sup Ni(F(B))
B<Y,foS&EB B<Y, foS&EB

< sup  (Ngx(B) — Nx(f'(B))).
B<Y,foS&B

Then

1 —[S>? X]+[foS>f(X)]

> inf (1 - Ngg(B) + NL(f1(B))).
Bc2Y, foS&EB

Thus
min(1,1 — [S>? X] + [fo S f(X)])

> inf  min(1, 1 — N¢ (B) + Nx(f' (B)))
BCY,feS&B

>inf min(1, 1~ Nego (U) + Nx(F (u))) = 72 ().

ucy

Hence,
ye(f) =inf  inf min(1,1-[S>” X]+[foS>Tf(X)]) > y,(f).
xeX  SeN(X)

(b) Similarly to (a) above we can prove that
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Cey(f) < 06 (D). So, we want to prove that
Ce, (f)=26,(f). From Theorem 5.2 (c) we

have C., (f)=6,(f). Then the result holds

if we proved that 04(f) = 04(f). Since
04(F) =inf inf min(1,1 - F(cIE, (A)) () + chy (FA)W)),

AcX  YeY
then the result holds if we proved that for e-

very A € X and every
yeY,min(L,1- f (X (A)y)+cl, (f(A)Y))=6,(f).

If £(cI2 (A)ky) <cly (f(A)XY), the result
holds. Suppose that
£ (A)ky) >l (f(A)y), then from
Theorem 3.2 (b) we have
f(el%, (M) () — chy(FA) ()
—sup (eIg, (W) ) (%) = elv(f(A) ()
X)=y

=sup sup [S>Xx]-sup [Toy]
fxX)=y  ScA Tcf(A)

<sup sup [S>Xx]- sup [foS>YV]

fX)=y  ScA f(S)<f(A)

<sup sup [S>X]-sup sup [foSDY]
f)=y  scA f)=y  scA

<swp sup (SO X]- [foSmy).
f6)=y  scA

So,

min(1,1 - f(cl, (A) ) () + ey (FA) ) )

> inf  inf min(1,1—[S>% x]+ [foS>y])
)=y  scA

> inf inf min(1,1 —[S>® x]+[foS>Tf(X)]) > 0(F).

xeX  SeN(X)

Theorem 5.4. We always have

ETH(X) == VSVXVY((S < X) A (X € X)
ANy € YA X)AGPBTY) = X =Y),
where T, is the unary fuzzy predicate "Hau-
sdorrf (T,) separable" on the class of all f-

uzzifying topological spaces, and defined as



TIX) == Vxvy((x € X) A (Y € X)(X £ Y)
- 3AIB(A e N) A (B e N)) A(ANB = ¢)).

Proof. T;(X) =inf sup (NX(A) ANJ(B)),
X2 ANB=$

[VSVXVY((SS X)A(Xe X)A (Y € X) A
Se"X) AGBTY) = X =Y)]
= inf inf (sup N(A) Vsup N} (B))

X#y  ScX  SeA SeB
= inf inf sup sup (NX(A) vV NJ(B))).

X#  ScX  SeA  SeB
(@) If ANB=9¢, thenforany S, weh-
ave SEA or SEB, and
N (A) ANJ(B) <sup NX(A),

SeA
N%(A) ANJ(B) <sup NJj(B).
SeB

So,
sup (NX(A) ANJ(B))
ANB=¢
< inf (sup NX(A) V sup NJ(B))

SSX  SeA SeB
and furthermore,

TI(X) < [VSYXVY((S € X) A (X € X) A
YyeX)AGBBX)ASBTY) » Xx=Y)].

(b) First, let X,y € X with X # Y. Suppose
sup (NJ(A) ANy(B)) <t.

AnB=¢
Then for AN B = ¢ we have Nx(A) <t or
Ny(B) <t, ic, ANB % ¢ in the case of
A e (Nt and Be (N))+.

Now, define a net S* : (NS x (Ng)t - X
by (A,B) » XaB) € ANB. Then for any
Ae(N]),Be(N)), wehave S* €A and
S* & B. Therefore, if S* € A and S* € B,
then Ag¢ (N/),,B %(N;)t, ie.,

N/(A)v N/ (B) <t. Consequently,

sup  sup (NN(A)VNJ(B)) <t.

S*¢A  S*¢B

Moreover,
inf  sup sup (NX(A)VNy(B)) <t.
SSX  SeA  SeB

Second, for any positive integer I, there
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exists (Xi,Yi) with Xi #VYi and
sup (NJ(A)A N;(B)) <[T)(X)]+1/1i,
ANB=¢
and hence
inf sup sup (Nx(A)VNJ(B)) < [T5(X)] + /i,
ScX  SeA  SeB
So, we have

[VSVXVY((SS X)A (X € X) A(Yy € X)
ANSBTX) A(S>TY) > X =Y)]

= inf inf sup sup (NL(A) vV NJ(B))
X4 ScX  SeA  SeB

< [T2(X)].
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Abstract: Two phenolic glycosides, benzoylsalireposide (1) and salireposide (2) were isolated from
Symplocos racemosa Roxb, which showed DPPH radical scavenging activity, withthelC, valuesof 773
+ 11.83 uM and 757 £ 0.374 UM respectively. In addition to this, compound 1 also displayed in vitro
inhibitory potential against lipoxygenase and chymotrypsin in a concentration-dependent fashion with
the IC_, values of 75.1+ 0.5 uM and 65.07 + 0.10 uM respectively, while 2 was inactive against these

enzymes.

Keywords: phenolic glycosides, DPPH scavengers, lipoxygenase, chymotrypsin

Introduction

Symplocosracemosa Roxb. (Lodh) belongs
to thefamily Symplocaceae, whichisaunigeneric
family of about 290 species. Lodh hasawiderange
of usagein Ayurvedaand Unani medicines. Itsbark
is described as an emmenagogue tonic for the
persons of plethoric constitution and isuseful in
bowel complaintsand ulcers. Itsdecoctionisused
asagarglefor giving firmnessto bleeding and spongy
gums. It cureswatery eyes, opthalmiaand isgood
for all diseasesof theeye. It al so curesdiseases of
the blood, dysentery, inflammations, vaginal
dischargesand leprosy. Thebark isa so prescribed
inthetreatment snake-biteand scorpion-sting [1].

Thereisextensive evidenceto implicatefree
radicasinthedeve opment of degenerativediseases.
Itissuggested that freeradical damageto cellsleads
to the pathological changes associated with aging.

Reprint requests to Prof. Vigar Uddin Ahmad.
E-mail$: vuahmad@cyber.net.

t: atrabbasi @yahoo.com

Fax: (+92)-21-9243190-91. Tel: (+92)-21-9243223

Freeradicalsmay a so beacontributory factorina
progressivedeclinein thefunction of theimmune
system. The consequences of oxidativestressare
serious, and in many cases are manifested by
increased activitiesof enzymesinvolvedin oxygen
detoxification. Identification of new anti-oxidants
remainsahighly activeresearch areabecause anti-
oxidants may reduce the risk of various chronic
diseases caused by freeradicals[2].

Lipoxygenases (EC 1.13.11.12) constitutea
family of non-haem iron containing dioxygenasesthat
are widely distributed in animals and plants. In
mammalian cells these are key enzymes in the
biosynthesisof many bioregulatory compoundssuch
as hydroxyeicosatetraenoic acids (HETES),
leukotrienes, lipoxinsand hepoxylines[3]. It hasbeen
found that these lipoxygenase productsplay arole
inavariety of disorderssuch asbronchia asthma,
inflammation [4] and tumor angiogenesis [5].
Lipoxygenasesaretherefore potential target for the
rational drug design and discovery of mechanism—
based inhibitors for the treatment of bronchial
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asthma, inflammation, cancer and autoimmune
diseases.

The physiological role of serine proteases
inhibitors hasbeen clearly established, and it has
been proposed that they are part of plants' natural
defense system against insect predation. They
function by inhibitinginsect proteinases. Hencethese
inhibitorshave gained attention as possible sources
of engineered res tance againgt pestsand pathogens
for transgenic plants expressing heterologous
inhibitors [6,7,8,9]. Serine proteases such as
chymotrypsin and trypsin are involved in the
destruction of certain fibrousproteins[10]. Chronic
infection by hepatitis C virus can lead to the
progressveliver injury, cirrhoss, and liver cancer. A
chymotrypsin-like serine protease known asNS3
proteaseisconsdered essentid for vird replication
and hasbecomeatarget for anti-HCV drugs[11].

M aterialsand M ethods
General

For column chromatography (CC), silicage
(70-230 mesh) and for flash chromatography (FC),
silica gel (230-400 mesh) was used. TLC was
performed on pre-coated silica gel G-25-UV.,,
plates. Detection wascarried out at 254 nm by ceric
sulphate reagent. Purity waschecked on TLC with
different solvent sysemsusing methanal, acetoneand
CHCL, givingsinglespot. Theoptica rotationswere
measured on aJasco-DIP-360 digital polarimeter.
TheUV and IR spectrawere recorded on Hitachi-
UV-3200 and Jasco-320-A spectrophotometers,
respectively. 'H-NMR, 3C-NMR, COSY, HMQC
and HMBC spectra were run on Bruker
spectrometersoperating at 500, 400 and 300 MHz.
Thechemicd shiftsaregivenindinppmand coupling
constantsinHz. EI-M Sand FAB-M S spectrawere
recordedona JMS-HX-110 spectrometer witha
datasystem.
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Plant material

The plant Symplocos racemosa Roxb.
(Symplocaceae) was collected from Abbottabad,
Pakistan in August 2002, and identified by Dr.
Manzoor Ahmed at the Department of Botany, Post-
Graduate College, Abbottabad, Pakistan. A voucher
specimen (no. 6453) has been deposited at the
herbarium of thisBotany Department.

Extraction and purification

The air-dried ground plant (30 kg) was
exhaustively extracted with methanol at room
temperature. The extract was evaporated toyield
theresdue (818 g), whichwasextracted with hexane,
chloroform, ethyl acetate and butanol. The ethyl
acetate extract (106.2 g) was subjected to CC over
asilicagel column using hexanewith gradient of
CHCI, upto 100 % and foll owed by methanol. Ten
fractions (Fr. 1-10) were collected. The Fr. 8was
loaded on silicagd (flash silica230-400 mesh) and
eluted with MeOH:CHCI, (5:95) to purify
compound 1. The Fr. 9 was subjected to column
chromatography and eluted withMeOH: CHCI, (7:
93) to purify compound 2.

DPPH freeradical scavenging activity

Thereaction mixture containing 5 L of test
samples was dissolved in DMSO and 95 pL of
DPPH in ethanol. Different concentrations of test
sampleweretakeninthereaction mixture, whilethe
concentration of DPPH waskept as300 pu?mol.dnr
3. These reaction mixtureswere taken in 96-well
plate microlitre plates (Molecular Devices, USA)
and incubated at 37°C for 30 min. Theabsorbance
wasmeasured a 515 nm. Percent radical scavenging
activity by sampleswas determined in comparison
with aDM SO-treated control group. IC_, values
represent the concentration of sample, which is
required to scavenge 50% DPPH freeradicals. 3-
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t-Butyl-4-hydroxyanisole (BHA) and propyl gdlate
were used aspositive control [12,13].

In vitro lipoxygenase inhibition assay

Lipoxygenaseinhibiting activity wasmeasured
by modifying the spectrophotometric method
developed by A.L. Tappel [14]. Lipoxygenase
(1.13.11.12) type I-B and linoleic acid was
purchased from sigma(St. Louis, MO, USA). All
other chemicaswereof andyticd grade. Thereaction
mixture contained 165uL (100 mM) sodium
phosphate buffer (pH 8.0), 5.0 uL of test-compound
solution and 20 L of lipoxygenase solution. After
mixing the contentsthe mixture wasincubated for
10 minutesat 25°C. Thereaction wastheninitiated
by the addition of 10pL linoleic acid (substrate)
solution, withtheformation of (92, 11E)-(139-13-
hydroperoxyoctadeca-9, 11-dienoate. The change
of absorbanceat 234 nmwasfollowed for 6 minutes.
Test compoundsand the positive control (Baicalein)
weredissolved in MeOH. All thereactionswere
performed in triplicatein 96-well micro-platein
FoectraMax 384 plus(Molecular Devices, USA).
The percentage (%) inhibition wascaculated as(E
—S)/ Ex 100, where E istheactivity of theenzyme
without test compound and Sistheactivity of enzyme
withthetest compound. ThelC_ valueswerethen
cdculated usng the EZ-Ft Enzymekineticsprogram
(Perrella Scientific Inc., Amherst, USA).

In vitro chymotrypsin assay

The a-chymotrypsin inhibitory activity of
compoundswas performed by themethod of Cannell
[15]. Chymotrypsin (9 units/ ml of 50mM Tris-HCI
buffer pH 7.6; Sigma Chemical Co. USA) was
preincubated with the compoundsfor 20 min at 25
9C. A 100 L aiquot of the substrate solution (N-
succinyl-phenyldanine-p-nitroanilide, 1L mg/mL of 50
mmol.dm3 Tris-HCI buffer pH 7.6) wasadded to
start the enzyme reaction. The absorbance of
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rel eased p-nitroaniline was continuoudy monitored
at 410 nm until a significant color change was
achieved. The final DM SO concentration in the
reaction mixturewas 7 %.

Results and Discussion

From the ethyl acetate soluble fraction of
Symplocos racemosa Roxb., two phenolic
glycosides namely, benzoylsalireposide (1) and
salireposide (2) [16] were isolated and their
structures were established by extensive NMR
studies. Inasearchfor new bioactive substances of
plant origin, we studied the compound 1 and 2 for
their antioxidant activity in the DPPH radical
scavenging assay. Both of these compounds
scavenge DPPH (1,1-diphenyl-2-picrylhydrazyl
radica) moderately asshownin Table 1. Inaddition
to this, benzoylsalireposide (1) also showed
moderateinhibitory activity againg lipoxygenaseand
chymotrypsin, but 2 was inactive against these
enzymes. ThelC, vauesof 1areshowninTable2.
In terms of structure-activity relationship, the
inhibitory potential of 1 against lipoxygenaseand
chymotrypsin can be attributed to the presence of
benzoy! esterifying group on 3-position of glucose
moiety, which was absent in 2. However both the
compoundsexhibited radica scavenging activity due
to presence of phenolic groupsinthem.

Compound 1 Compound 2

Figure 1. Structures of compounds 1 and 2
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Table 1. Antioxidant Activities of the Compounds 1 and
2 as Compared with the Standard Inhibitors.

Compounds DPPH Radical  IC,,xSE.M.)
Scavenging [w?mol.dm™
activity (%)

(2000 pmol.dm3)

1 66.04 773 11.83

2 5913 757+0.374

Propyl gallate® 92.00 301052

3-t-Butyl-4-

hydroxy anisol€® 91.25 44+0.022

@ Standard error of the mean of three assays.
b Standard antioxidants

Table 2. In vitro quantitative inhibition of lipoxygenase

and chymotrypsin by 1.

Nameof Lipoxygenase Chymotrypsin

Substance IC,+SEM? [umol.dmd|

Benzoylsalireposide 75.1+05 65.07+0.10

Salireposide - -

Positive controls Baicalein® Chymostain°
226+02 8.23+0.0024

a Standard error of the mean of five assays.
b positive control for lipoxygenase; ¢ for chymotrypsin.
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Abstract. The paper studies the smoothness of solutions of the degenerate Hamilton-Jacobi-Bellman
(HJB) equation associated with a stochastic control problem. We establish the existence of a classical
solution of the degenerate HJIB equation associated with this problem by the technique of viscosity
solutions, and hence derive an optimal control from the optimality conditions in the HIB equation.
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Introduction

We are concerned with the stochastic control
problem to minimize the expected cost:

J(e)= EL[ e {h(x, )+ |, [ 1di] (1)

over c¢ € A subject to the degenerate stochastic
differential equation

dx, =[Ax, +c,]dt + ox,dw,,
x,=xeR, t20, (2)

where o >0,4,0 #0 are constants, and the

function /4 is assumed to have the following
properties:

h>0 : convex; (3)

There exists C > 0 such that
h(x) < C(+]|x|"); 4)

and C, >0, forany p >0, such that

|h(x)=h(»)[£C, |x=y]|" +
p(+|x["+[y["), Vx,yeR, (5)
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for a fixed integer n>2. Here, w, is a one-

dimensional standard Brownian motion on a
complete probability space (Q2,F, P) endowed
with the natural filtration F, generated by

o(w,s<t), and A denotes the class of all

F, —progressively measurable processes c=(c)

with E[ ["e " {h(x,)+ | c, |* }dt] < .

This kind of stochastic control problem
has been studied by many authors [2,5] for
non-degenerate diffusions. We notice that (3),
(4) and (5) are fulfilled for 2(x)=| x|", 7 €[2,n],
and also mention [4] for the quadratic case of
degenerate diffusions with finite horizon.

The purpose of this paper is to show the
existence of a classical solution u of the degenerate
Bellman equation of the form:

1
— fu +50'2x2u" + Axu' +
milil(a2 +au’)+h(x)=0 inR, (6)
and to give a synthesis of optimal control. Our

method consists in finding the viscosity solution
uof (6) [3,5], and then in considering the

smoothness of # by its convexity. We show that
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the value function v, (x)=inf_, J(c)is a viscosity
solution of

1
- pv+ Eazxzv" + Axv'+,

r‘r|1<i£1(a2 +av)+h(x)=0 inR (7)

for each L >0, and that u(x):=1im, ,_ v, (x)
is a viscosity solution of (6), where A, =
{c=(c,)eA: |c |<L forall #>0}. The section
on classical solutions is devoted to the study of

smoothness ofu . Finally, we present an optimal
control to the optimization problem (1) and (2).

Viscosity solutions

Here we study the properties of the value
function v, (x), and show that v, (x) is a viscosity
solution of the Bellman equation (20) for any
fixed L >0, and then v, converges to a viscosity
solution u of the Bellman equation (6) .Given

a continuous and degenerate elliptic map
H : RxRxRxR — R, we recall by [3] the

definition of viscosity solutions of
H(x,w,w,w")=0 inR. (8)

Definition

we C(R) is called a viscosity subsolution
(resp., super-solution) of (8) if, whenever for
@ €C*(R),w—¢ attains its local maximum (resp.,
minimum) at x € R, then

H (x,w(x),9'(x),9"(x)) <
0 (resp, H(x,w(x),9'(x),¢"(x)) 2 0).

We also call we C(R) a viscosity solution of
(8) if it is both viscosity sub- and super-
solution of (8). We remark that this definition
is equivalent to the following: for x € R,
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H(x,w(x), p,q) <0for (p,q) € J> w(x)
(resp.,H(x,w(x), p,q) =2 0for (p,q) € JZ’_w(x)),

where J** and J?*  are the second-order
superjets and subjets defined by

7 wx)={(p,q) R’ :

w(y)—w(x)-p(y—x)—1q|ly—x|

limsup ) <04,
yox |y —x]|
J¥w(x)={(p,q)eR* :
_ _ )1 —v|?
yos |y—x]|

In order to obtain the viscosity property
of v, , we assume that there exists £, € (0, )

satisfying
~ B, +c’n(2n—1)+2n| A< 0, 9)

and we set f,(x)=y+|x|" forany 2<k<2n
and a constant ¥ >1 chosen later.

Lemma 1

Assuming (9), then there exist y >1 and
n >0, depending on L,k, such that

1 p ,
- Bofs +502x2fk + Axf, +
r‘n‘azi(aeraﬂ)Jrrp‘k <0 (10)
Further

E[[ e nf, (x,)ds + e f,(x,)]<
fi(x) for 2<k<2n, (11)

E[supe ™™ f,(x,)]<o for 2<k<n, (12)
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where 7 is any stopping time and x, is the

response to (c,) € A, .

Proof

By (9), we choose 77 € (0, 5,) such that
—ﬂ0+%azk(k—1)+k\Al+n<0, (13)
and then » >1 such that
(=B, +%O'2k(k—l)+k|A|+77)|x|k +
Lk|x [ +(L* +ny - B,y) <0.

Then (10) is immediate. By (10) and Ito's
formula, we deduce (11). Moreover, by moment
inequalities for martingales we get

E[Sl;.p e_Botfk x)]< fr()+
Efsup| [ f; (x, )ox, dw, |
< fi @) +KE[([ e ™07 |x, [* ds)],

for some constant K > 0. Therefore (12) follows
from this relation together with (11).

Theorem 1
We assume (3), (4), (5) and (9). Then

v, fulfills (3), (4), (5), (14)

and the dynamic programming principle holds,
1e.,

v, (x)= ciér}{ E’-j; eh {h(x,)+|c, \2 Mt + e_ﬁrv(xr)-‘ (15)

for any stopping time t .

M.d. Azizul Baten

Proof

We suppress L of vifor simplicity. The
convexity of v follows from the same line as

[5, Chap. 4, Lemma 10.6]. Let x ! be the unique
solution of

x) = X. (16)

dx) = Ax]dt + ox dw,,
Then, by (11) and (4)

v(x) < EJ f e P h(x")dt] <

CE[ f e f (x")dt] < Cf, (x) /7. (17)
For the solution ¥ of (2) with y, = y, it is clear
that x, — y, fulfills (16) with initial conditionx — y .

We note by (13) with k£ =nand Ito's formula
that

Ele ™ |50 P1<]x]".

Thus by (5) and (11)

1Y) =Y I sup B &7 1) = ()

< swp B[ e ™ [C, 1%, — v, I +p( %, I +1 3, 1) Jat]

ceh;

<sup[Pe™[C, [x—y [ e + p(h, (x) + B, (7)™ |t

1
S——I[C lx=y[" +2py (I+|x " + [y [")]. (18)
B —Bo
Therefore we get (14).

To prove (15), we denote by v"(x) the
right hand side of (15). By the formal Markov
property

E[["e{h(x)+|c, [}dt|F.]=e "z (x,),

with ¢ equal to ¢ shifted by t . Thus
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T = B[+ [ e thix)+ e, P |
> B [ hix v+ e, P+, ()

It is known in [5,8] that this formal argument
can be verified, and we deduce v, (x) >v"(x).

To prove the reverse inequality, let p >0
be arbitrary. We set

Vo(x)=EL[ e ™ {h(x,)+ ¢, ['ydr] (19)

By the same calculation as (18), there exists
C, >0 such that

V.(x)=V.(IEC, |x=y[" +p(+|x|" +|y[").

Take 0<o6<1withC 6" < p. Then, we have
for|x-ykod,

[v(x) =v(y) < sup |V, (x)=V,.(y)]

ceA;
< p@r|x[ +lr)
<E,(x):= p(2" +2)f,(x).

Let {S,} be a sequence of disjoint subsets of R
such that

diam(S;) <06 and U, S; =R.

For any i, we take x'” €S, and ¢’ € A, such
that

Vo (x) < inf V,(xD) + p.
¢ ceA,
Define ¢ € A, by
— (i)
C: - ctl{t<1} +Ctl—‘rl{xT eS,}l{tZ‘r}9 fOl" X € Si'

Hence,
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ch (x.)= ch (x,)— VC([) (x(i)) + ch (x(i))
< Ep(xr) + ch (x(i))
< Ep(xr)_l_cienAfL V.(x)+p
- (i)
_h‘p(xr)—i_v(x )+p

S2E (x)+v(x,)+p

Now, by the definition of v"(x), we can find
ce A, such that

Vi(x)+p> E\ e {h(x)+c, Prdi]+e " v(x,)

Thus, using the formal Markov property [5],
we have

V) +p 2 SN[ M fhn ) Le, e+ e (7 (3,) -
ZE‘p(x-r)_p): x‘c eSi-l
= E[[ e ) 16 P+ [P e )+ | P [, |

B 2E[e_ﬁTEp (xr )] —-p
2 v(x)—2E (x)-p,
where x,is the response to ¢; with x; =x,.

Letting o —> 0, we deducev’(x)>v(x), which
completes the proof.

Theorem 2

We assume (3), (4), (5) and (9). Then Vi

is a viscosity solution of (20). Furthermore, Vi
converges locally uniformly to a viscosity solution
u e C(R) of (6) satisfying (3), (4)as L —> o .

Proof

We note that (11) gives E[[|x, |" dt]<
e™gf (x) for g>0,and
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E{sup |x, —x |”—‘S 3"E[([5 | Ax, | d)" +

0<s<g

(5 [e, 1dty" +(sup | [Jox,dw, |)']

0<s<g

< 3" (| Al g B[ | x, [ di]+ g"L" +

Kg"EL( |, ' dr])

for some constant K > 0. Hence, taking n =2,
we have

lim sup E[ sup | x, —x [']=0.

80 cep,  0ss<g

Thus we can apply a standard result of
viscosity solutions [3, Thm.3.1, p.220] to
obtain the viscosity solution of

-, +%azx2vz +Axv, +E|1<iLI(a2 +av,)+h(x)=0 inR,

taking into account the uniform continuity of /
on each compact interval. Since v, (x)is non-

increasing, v, (x) converges to u(x) asL —> .

By the convexity of V. and Dini's theorem, we
can observe the locally uniform convergence

and the viscosity property of # [3]. Clearly, Vi
fulfills (3) and (4). The proof is complete.

Classical solutions

Here we study the smoothness of the viscosity
solution ¥ of (6).

Theorem 3

We assume (3), (4), (5) and (9). Then we
have

ue C*(R\{0}). (20)
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Proof

Step 1: By the convexity of ¥ we recall a
classical result of Alexandrov [5] to see that
Lebesgue measure of R\DuU{0} =0, where

D=[xeR : uistwice differentiable at x |. By the
definition of twice-differentiability, we have
(u'(x),u"(x)) € T *u(x)nI *u(x) for all xeD,
and hence

"2
—ﬁu+%O'2x2u"+Axu'—(u4) +h(x)=0, VxeD

Let d u(x)and d u(x) denote the right-
and left-hand derivatives respectively. Define
r*(x) by

— fu(x)+ %O'szl”i (x) + Axd u(x)—.

W+h(x)zo Vx e (R\{0}) 1)

Since d'u=du=u on D we have r" =r =u"a.e.
By definition, d*u(x)is right continuous, and

so isr"(x) . Hence it is easy to see that

u(y)—u(x)= [ d"u(s)ds

d'u(s)—d u(x)= [ r*(t)dt, s>x.

Thus we get

R(u;y) = u(y)—u(x)—d"u(x)(y - x)-

2P @y=xf /]y=xf

= [0 d*u(s)-d*u(x)-r*(x)(s-x) ds/|y-x[

[ F r@-r'(x) dt ds/|y-xf>0asylx (2)

X X

Step 2: We claim that u(x) is differentiable
atx e R\DU{0}=0. It is well known in [I]
that du(x)=|dux)du(x)|, for all xe(R\{0}).

where du(x) is the generalized gradient of u
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atX. Supposed "u(x)>d u(x). We set

p=8&d"u(x)+(1-8)d u(x)
F=&t () +(1-&)r (x), 0<E<L.

If liminf, , R(u;y)<0, then we can find a
sequence y, — x such that lim_ . R(uy,)<0.
By (22), we may consider that y, <y, . <x

for everym , taking a subsequence if necessary.
Hence

lim Ll(ym)—u(X)—d M(X)(ym _X) SO,
moce | Y —x]

This leads tod u(x)<d u(x), which is a
contradiction. Thus we have (d*u(x),(x))eJ> u(x)
and similarly, (d u(x),r (x)) € J> u(x). By the
convexity of J> u(x), we get (p,7)eJ> u(x).
Now we note that

(P)” <&(d u(x)) +(1-&)(d u(x))’,

and hence by (21)
AN2
— fBu(x) +%O'2x2f + Axp —%+ h(x)>0.

On the other hand, by the definition of viscosity
solution

2
— fu(x) +% o’ x’q+ Axp—% +h(x) <0 Y(p,q) > u(x),

which is a contradiction. Therefore we deduce
that du(x) is a singleton, and so ¥ is differen-

tiable at x [1].

Step 3: We claim that »' is continuous
on(R\{0}). Let x, >x andp, =u'(x,) > p.
Then we have by convexity u(y)>u(x)+ p(y—x),

for all . Hence we see that p e D u(x), where
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Du(x)={peR : lirp_)inf{u(y)—u(x) -
p(y-x)}/|y—x[=0}.

Since Su(x) =D u(x) and du(x) is a singleton,
we deduce p =u'(x)[1, prop.4.7, p.66].

Step 4: We set w=u". Since

)+ Ax, w(x,,) —

m

- pw(x,)+ %O'zxmzw'(x

M+h(xm)=0 x, €D,

the sequence {w'(x,)} converges uniquely as
x,, > x € R\DuU{0}, and W is Lipschitz near

X by monotonicity. Hence, we have a well-
known result in non-smooth analysis that
ow(x) coincides with the convex hull of the set

D*w(x) = ‘q eR : g=Ilimw(x,), x,eD—>x
m—>0
Then

— Pu(x) +%O'2x2q + Axw(x) —@+

h(x)=0 Vg € ow(x).

Hence we observe that dw(x) is a singleton, and

then w(x) is differentiable atx. The continuity of
w'(x) follows immediately. Thus we conclude

that we C'(R\{0}) and (R\Du{0}) is empty.
The proof is complete.

Theorem 4

We make the assumptions of Theorem 3.
Further we assume that

h(x)/x* > heR,_as x—0. (23)
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Then we have

ueC'(R)YnC*(R\{0}). (24)
In addition, if 2 =0, then

ueC*(R). (25)
Proof

To prove (24), it suffices to show that #
has the following property:

u'(x)=o0(l)as x — 0. (26)

By (23), there exists A>0, for any ¢>0 such
that h(x)<(h+e)x® for |x|<A, and hence, by
(2b)

h(x)<(h+e)x>+CA/ A" +1)|x|", VxeR. (27)

Note that w(x)<E[["e”h(x])dr]. Then we
have by (11)

u'(x)=0(x*)as x — 0. (28)
Now, by convexity
u(y)>u(x)+u'(x)(y—x),x #0.

Substituting y =2x, and y=0 we getu(2x)>
u(x)+u'(x)x and u(x)-u'(x)x <u(0)=0 by (28).
Hence

u(2x) S u'(x) S u()zc) , (29)

2
X X X

which implies (26).

Finally, supposes =0. Then, by virtue of
(27), we have u(x)=o0(x) as x — 0. Moreover,
by (29), u'(x) =o(x) as x — 0. Dividing (6) by

M.d. Azizul Baten

x%and passing to the limit, we getu"(0)=0,
which implies (25).

An application to control theory

We shall study the stochastic control problem
(1) over the class Aas of admissible controls,
subject to (2), where A, ={c=(c,)eA:

lim,  E[e™” |x,|"]=0 for the response X:

T—ow

toc¢r}. We consider the stochastic differential
equation

dx} = [Ax] —u'(x])/ 2]dt + ox[dw,, x;=x. (30)
Theorem 5

We assume (3), (4), (5), (9) and (23). Then the
optimal control ¢; is given by

¢, =—u'(x])/2. (31)
Proof

Since u' is continuous, (30) admits a weak
solution x, up to explosion time o =inf{ :|x; |= oo}
[6]. Taking into accountxu'(x)>0, we can
show (x])* <(x!)* by the comparison theorem.
Hence o = «. By the monotonicity ofu'(x), the
uniqueness of (30) holds. Thus we conclude
that (30) has a unique strong solution (x;). It
follows from (12) that

E[e " (1+ | xr |)]< e AT
E[e™™ f,(x))]—>0 as T — o,

where X! is a unique solution given by (16).
So (¢/)eA,, . Since U satisfies (4), we see by
(29) and (11) that

E[, e (x]u'(x})*dr] < E[fy e M u(2x])*dr]
< CE[fy e (1+|x] P")dt]
< CE[f, € £, (x!)dt] < oo,
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and hence [e”oxju'(x])dw, is a martingale.

Then we apply Ito's formula for convex functions
[7, p.219] to obtain

E[e P u(x})] = u(x)+
E[ OTe_B’(— Bu + Axu'+cju' + %G 2xzu"j |, dt-‘

= u(x)— E[f; e P {h(x})+ | c} P}dt].
Passing to the limit, we have J(c*)=u(x). By
the same calculation as above, we can see that

E[e_ﬂT/\Tnu('xT/\rn )] 2 M(x) - E[ _[)TAT" eiﬂt{h(xt )+ | Ct |2 }dt]3

where {r,} is a sequence of localizing stopping
times for the local martingale. Letting 7, — o
and then7T — oo, we obtain u(x)<J(c) for all
ce A, . The proof is complete.
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Abstract: A sensitive and simple spectrophotometric method for the estimation of clobazam in both
pure form and its pharmaceutical formulation is described. The method is based on the interaction of
clobazam with dichloronitrobenzenein alkaline medium. Absorbance of the resulting orange complex is
measured at 450 nm and is stable for more than 24 hours. The reaction obeysBeer’slaw from 0.05—-1.5
mg/10 mL of clobazam. Molar absorptivity is0.5510 x 10* mol* cmand therelative standard deviation
0.96 %. The quantitative assessment of tolerable amounts of other drugs not interfering have also been

studied.

Keywords: Clobazam, dichloronitrobenzene and spectrophotometry.

I ntroduction

Clobazam isabenzodiazepine (Fig. 1) with
acticonvulsant and acute-anxiety properties. Itis
effectiveagaingt awidevariety of epileptic seizures.
Themost frequent side effectsinclude drowsi ness,
hangover effects, dizzinessand lightheadedness. Less
frequent adverse reactions include weight gain,
orthostatic hypotension, syncope, headache, dry
mouth and incoordination[1].

Different analytical techniques have been
employed for the estimation of clobazam. INnHPLC
[2,3], HPL C-photodiode array [4,5], solid-phase
column extraction is performed to cleanup blood
samplesbeforerunning theanaytica HPLC system
[2]. After washing with potassium phosphate butfer,
theretained substanceswere back flashed into
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2,4 — dichloronitrobenzene

Figure 1. Structural formulas of clobazamand 2, 4—
dichloronitrobenzene.
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reversed- phase column with a mobile phase of
acetonitrile-phosphate-buffer-diethylamine[3]. Also
liquid-liquid extraction with n-hexane:ethyl acetate
[4], solid-phase extraction and aphotodiode array
detectionisemployed [5].

Similarly, ingaschromatography samplesneed
extraction [6,7] and havegiven negativeresultin
284 cases [8]. In micellar electrokinetic
chromatography a number of solvents[9] andin
capillary electrophoresislargeinjection volume of
sample are involved [10]. While derivative
gpectrophotometric method can not bedirectly used
toxicologicaly anditsapplicationtobiologica fluids
requires prior chromatographi c separation and use
of diode array detection [11]. Long and tedious
proceduresareinvolvedin LC/MS[12] and HPLC/
GC/MS[13].

During the present study it was found that
clobazam reactswith dichloronitrobenzeneto give
orange color having maximum absorbance at 450
nm. Thereactionisselectivefor clobazamwith 0.1
mg/ml asvisud limit of identification. Themethodis
smple, accurate, preciseand sensitive. Alsostudied
was percentage of non-interfering drugs.

Materialsand M ethods
Apparatus and reagents

Hitachi u-1100 spectrophotometer with 1.cm
silicacells was used to measure the absorbance.
Andyticd gradechemicasand doubly ditilled water
were used. Standard solution of clobazam (1 mg/
ml, w/v) was prepared by dissolving 100 mg of the
substancein 30 ml acohol (BDH) and volumewas
made up to 100 ml with distilled water to get astock
solution which was diluted further as required.
Dichloronitrobenzene (BDH) solution (2.0 %, wiv)
was prepared by dissolving 2 g of dichloronitro-
benzenein 100 ml of ethyl acohol.
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General Procedures

To an aliquot of clobazam containing 0.05to
1.5 mg/10 ml was added 0.1 ml of 2 N sodium
hydroxide, 1 ml of 2 % dichloronitrobenzene and
the contentswere heated for 60 secondsin awater
bath at 90°C. The contents were cooled at room
temperature and the volumewas madeupto 10 ml
with ethyl dcohol. Theresulting color wasmeasured
at 450 nm, employing al reagentsexcept clobazam
asblank. Theexperiment wasrepested with different
volumes of standard clobazam solution and a
calibration curvewas prepared (Fig. 2). Thecolor
reaction obeysBeer’sLaw from 0.05to 1.5mg/10
ml of clobazam.

3.0-‘

2.5

20

ABSOR BANCE
P

05

T T T T
00 0.25 05 075 10

(mg/ 10ml) -

Figure 2. Calibration curve of clobazam with dichloro-
nitrobenzene.

Procedurefor studying theinterfering compounds

Toandiquot containing 1 mg/ml of clobazam
different amountsof variousorganiccompounds (1
mg/ml) (w/v) wereadded individudly aslong asthe
solution showed the same (+0.01) absorbance as
that of pure clobazam solution without the addition



135

of the interfering organic compound, under
experimental conditions, asdescribed inthegenera
procedure. The value was calculated as the
percentage of organic compound with respect tothe
amount of clobazam.

Procedure for the determination of clobazamin
pharmaceutical preparations

Tablets containing 10 mg of clobazam were
powdered, weighed, dissolvedin 30 ml ethyl dcohol
andfiltered. Thefiltraiewasdiluted with ditilled water
toget a1l mg/ml solution of clobazam. An aliquot
containing 0.05 to 1.5 mg/10 ml was taken, the
procedure was followed as described above and
the absorbance was measured at 450 nm. The
quantity per tablet was cal culated from the standard
cdibrationcurve.

Results and Discussion

Clobazam reacts with dichloronitrobenzene
when heated for 60s at 90°C to give an orange
coloured complex, the absorption spectraof which
under the optimum conditionliesat 450 nm (Fig. 3).
Hence all measurementsfor further studieswere
carried out at thiswavel ength.
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Figure 3. Absorption spectra of clobazam with

dichloronitrobenzene.
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Dichloronitrobenzene was used as color
producing reagent. It wasfound that 20 mg/10 ml of
dichloronitrobenzene gave maximum color (Fig. 4).
Above and below this concentration the color
intengity diminished and becameunstable. Effect of
pH isshowninFig. 5. Maximum color intensity was
obtained at pH 11.9. The pH was maintained by
addition of 0.1 ml of 2 N sodium hydroxide.
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Figure4. Effect of dichloronitrobenzene.
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Figureb. Effect of pH.
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Theeffect of temperatureisshowninFig. 6. It
wasfound that with therise of temperaturethe color
intensity increased and was maximum and stable at
90°C. The color did not develop at room
temperature. Theabsorbance of thedevel oped color
remained stablefor morethan 24h. A water bath
wasused to carry out thetemperature studies. After
production of the color, the contents of thetest tube
were cooled at room temperature prior to dilution
with ethyl alcohol and measurement of the
absorbance. The effect of heating time on color
intengty isshowninFig. 7. It wasfound that heeting
for 60 seconds at 90°C gave maximum color. Above
and bel ow thesetimingsthecolor intensity wasless
and also unstable.
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Figure®6. Effect of temperature.

Different organic solvents such asdichloro-
methane, benzene, hexane, chloroform, methyl ethyl
ketone, tetrahydrofuran, carbontetrachl oride and
trichlorobenzene, weretested for color extraction
and stability. Since nonewereeffective, no solvent
was employed except for ethyl alcohol whichwas
used for dilutionand stability of thecolored complex.
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Figure7. Effect of heating time.

The sudden fading of the color of the product
formed by the interaction of 2,4- dichloronitro-
benzene and chlobazam in dilute acidic medium
indicatesthat true bonded structureisnot formed. It
also indicates the existence of an ionic (charge
transfer) complex whichisprobably formed by the
interaction of carbonyl oxygen of clobazam and
nitrogen of nitro group of 2,4-dichloronitrobenzene.
Theprobablestructure of thecolor product isshown
inFig. 8.
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Figure 8. Probable structure of the coloured compound
formed by the interaction of colbazam and 2, 4-
dichloronitrobenzene.
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Theresultsof the determination of clobazam
are shown in Tables 1 and 2, which reveal the
sengitivity, validity and repeatability of the method.
It isshown that the method isreasonably precise
and accurate, as the amount taken for identical
sampleisknown and theamount found by theabove
procedure does not exceed the relative standard

Table 1. Determination of clobazam from pure sol ution.

Clobazam taken Clobazam found * Rélative Standard
mg/10ml mg/10ml| Deviation %
0.100 0.102 098

0.150 0.151 066

0.200 0.203 050

0.300 0.290 0.39

0500 0504 031

1.000 1042 0.10

1200 1210 008

1500 1515 0.06

"Every reading is an average of five independent measurements.

Table 2. Optical characteristics precision and accuracy of
the proposed method.

Parameters Values
A, (nm) 450

Molar absorptivity (mol-* cn?) 0.5510x 10*
Regression Equation (Y)*

Slope (b) 0897
Intercept (a) 0078
Correlation coefficient (r) 0826
Relative Standard

Deviation (RSD%)™ 0.96%
%Range of Error

(ConfidenceLimit) at

95% Confidence Level 9.02+0.024%

'Y = a+ bC where C is the concentration of analyte (mg/10 ml)
and Y is the absorbance unit.
“"Calculated from five determinations.
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deviation of 0.96 % (replicate of fiveindependent-
measurements, Table 1). Thecalibrationgraphis
linear in the range of 0.05 to 1.5 mg/10 ml. The
apparent molar absorptivity cal culated was0.5510
x 10*mol™* cm™. Theregression equation [ 15] was
calculated by the method of least squares from
nineteen points, each of which wasthe average of
five determinations. The correlation between
absorbance and concentration was 0.8259 interms
of correlation coefficient (r).

Thequantitativeassessment of different organic
compounds (w/v) under theexperimental conditions
isgiven in Table 3. Various amounts of diverse
interfering compounds having similar actionswere
added to afixed amount of clobazam (1 mg/ml) and
the recommended procedurefor the spectrophoto-
metric determination wasfollowed.

Table 3. Quantitative assessment of tolerable amount of
other drugs.

Drugs Maximum Amount
Not Interfering’ (%)

Aspirin 200
Chloroquine phosphate 100
Diclofenac sodium 100
Diazepam 200
Metamizol sodium 100
Mefenamic acid 20
Lorazepam 0
Pheniramine maleste 400
Dipotassium chlorazepate 300
Paracetamol 20
Ibuprofen 300
Promazine 100
Aldomet 100

30

Chlora Hydrate

"The value is the percentage of the drug with respect to 1mg/10ml
of clobazam that causes +0.01 change in absorbance.
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Table4. Determination of clobazam from pharmaceutical preparations.

Drug TradeName Pharmaceutical Amount Present Amount Per centage
Preparation (Manufacturer’s Found' Recovery(%)
Specifications)
(mg)
Clobazam Frisium (Aventis Pharma,
Karachi, Pakistan) Tablet 10 102 102

"Every reading is an average of five determinations.

Theproposed method is successfully applied
for the quality control of pure clobazam andinthe
pharmaceutical dosageform asshownin Table4.
Thus, the spectrophotometric method for
determination of dobazamisrdiable, Smple sengtive
and reproducible. It isselectivefor clobazam. The
method can besuccessfully applied for microdetermi-
nation of clobazam either in pure form or in
pharmaceutica preparations. Thecolour reectionhas
0.1 mg/10 ml asvisua limit of quantization. The
advantage of the present procedureisthat it neither
requires many reagentsnor many solventsand has
low RSD (0.96 %), whereas HPLC [3,4]
proceduresarelong, tediousand expengveinvolving
many reagentsand solvents. Theliteratureindicates
that this color reaction has not been reported
previously. A significant advantage of the
spectrophotometric determinationisitsapplication
to thedetermination of individual compounds. This
aspect of spectrophotometric analysisisof major
interestinanayticd pharmacy, anceit offersadistinct
possibility of quality control in the assay of
pharmaceutica dosageformulation.
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Abstract: Inthispaper we study wavelet filters applied to watermarking in order to protect copyrights.
Information isinserted in the transformed domain of theimage. Thistransform isbased on the analysis
of the main components and wavelet transform. The watermarked image is reconstructed applying the
inverse transform. We perform mathematical proofs over the image to demonstrate that the original
imageis dlightly altered after the watermarking process. Finally, we simulate different attacks such as
JPEG compression and adding noise to the watermarked image. We argue that this method is efficient

based on robustness and security.

Keywords: Wavelets, watermarks, copyrights

I ntroduction

In these days, dueto theincrement of illegal
copiesand espionagein different communications
media, digital watermarking isessential to protect
copyrightsin digital images[7]. Thislead usto
interchangeinformation in asecure manner over
insecure communication channels. Watermarking
techniquesdightly modify theoriginal data, hence
thesearedmogtinvisible[§].

Insteganography, themain objectiveistoinsert
amessage asawatermark inside acarrier image
[1,9]. Watermarking techniquerequiresthefollowing
properties in order to use it: legibility, security,
invisibility and robustness. Legihility referstothe
ability to detect theembedded information whenever
it is required to extract it, security involves
camouflaging the watermark in such away asto
make it unnoticeablefor therest of the people; for
purposesof invighility itisvery important to select
the carrier imagesand finally, robustnessrefersto
the ability of the watermark to resist anumber of

Correspondence Address:
Email: iorea@ipn.mx, macevedo@ipn.mx, jlopezb@ipn.mx

attacks[3,4,10]. Theseattacksincludedigita image
processing operations such as compression,
geometric distortion and different kinds of noise.

Discrete Wavelet Transform (DWT) and the
Discrete Cosine Transform (DCT) are the most
popular domainsfor watermarks[11]. In general,
the DWT produces images with more visible
watermarksand with more storage capacity [12].

The first part of the paper focuses on the
description of theDWT, theinverseDWT (whichis
used to reconstruct the image with an embedded
watermark) and finally we explain the procedureto
recover the embedded information. Then, we
describe the different attacks that can alter the
watermark, showing atable comparing theresults
fromthetestsby submitting thewatermarkedimages
to thedifferent attacks.

Materialsand Methods

Wavelet discret transform (DWT)

Signal x(n) ispassed trough abank of mirror
filtersin cuadrature[13]. Theresultingsignd of each
filter isdecimated by afactor of 2.
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Signal resolution, which accountsfor detailed
amount of informationinsdethesignal, ismodified
by the filters and is scaled by the decimation
operation. Decimation of asignal correspondstoa
reduction of the sampling frequency or to the
discarding of someof thesamplesof thesignd. This
processof filtering and decimationisknown assub-
band coding asshowninFig 1.

Thisprocedure can be expressed as.
Vugi e ]= 2 xIn] g[2k ~ n] (1)
Vil ]= 2 ] 12k~ n] @

wherey, . [K] andy,, [K] aretheoutput of thehigh
passfiltersand low passfiltersrespectively, after
thedecimation by 2.

Thisisthe operation mode of the DWT. This
procedureandyzesthesgnd indifferent frequency
bands with different resolutions through
decomposition of the different components of the
signal from high energy to low energy. This
decomposition of thesigna indifferent frequency
bandsisaccomplished through successivefiltering
of thesignal inthetimedomainasshow inFig 1.
Theorigina sequencex[n] ispassed throughahigh
passfilter g[n] and alow passfilter h[n].

Sub-band coding can berepeated to achieve
more decomposition. Each level of filtering and
decimationwill resultinhaf thenumber of samples
(and hence, half the number of time resolution.)
Depending of the chosen wavelet, coefficientsof g
and hwill change.

There are a number of different wavelet
transforms. However, we have only worked with
the Haar wavel et transform, which after anumber
of testswasthe more appropriatefor this particular
gpplicationandindicatesapplication of thetransform
only atthefirstlevel.[2,5,6].
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Figure 1. Sub-band coding algorithm .

DWT in two dimensions
A discreteimage X isamatrix with M rows

and N columns of real numbers, whereM and N
haveto beevenintegers:.

x= 3

Thewavdet trandformintwo dimensonsisobtained
with the same equations as for one dimension;
performing the next steps.

A.  Applyingthewavelet transformto each row
X, whichwill produceanew matrix.

B. Applyingtothisnew matrix obtainedinstep A
thewavel et transform again, but thistimeto
each column.
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Thisresultsinfour sub-imagesof M/2 rowsand
N/2 columns:

- - - (4)

aliscalculated with the average of therows
followed by theaverage of the columns, resultingin
this sub-image; acompression of the original. It
containslow frequency components.

htiscalculated with the average of therows
andthedifferenceof thecolumns. Herethehorizontal
details of the image are preserved and contain
middle-low frequency components.

Vtissimilar to h, except that the vertical and
horizontal componentsareinterchanged. Thissub-
image contains the vertical details, conserving
componentsof middle-low frequency components.

Findly, d* containsthediagond detailsanditis
cdculated asthedifference of the columnsandrows
and containsthe high frequency components. [2,5,6].

DWT applied to watermarking

Oncewe have sub-matricesa’, h', vt and d*,
matrix a' is kept intact since it contains the low
frequency components. If itisdteredit could havea
bigimpactintheimagewhichisnot recommendable.
MatricesVv* and d* are not used either to embed a
watermark sincethey contain middle high and high
frequencies, respectively, being themost vulnerable
incaseof anattack. Thisonly leavesmatrix ht, which
containsthe middlelow frequencies; thismakesit
themust robust part to attacksafter low frequencies,
but the differenceisthat changesinthismatrix will
not be perceptible.

Thewatermark isinserted following the next
procedure. Thefirst pairsof the componentsof the
matrix are compared. If thefirst ishigher than the
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second oneitisconsideredasa“1”, otherwiseit
will beconsderedas”0”. Thenthenext pair of vaues
arecompared and thesameinsartion criteriaareused
until thewholematrix iscompared. Thisisasothe
genera procedurefor asteganographic application.

For watermarking we have make severd tests
with different images. We have confirmed that by
digtributing theinformation among theluminanceand
crominance matrices it is not robust against
compression. We have also proved that the higher
percentage of informationisfound intheluminance
matriz. Thismeansthat the crominancematriceswill
bethe more affected in case of compression.

By storing information only inthemiddielow
frequencies of sub-matrix h' of luminance we
obtained satisfactory resullts.

Attacks

There are various types of attacksto try to
eliminateawatermark. It isimportant to noticethat
for an attack to be efficient it should eliminatethe
watermark without modifying theimagevisbly.

Types of attacks

A. Compression. Whenacommercia method of
compressonisappliedtotheimagetodiminate
thewatermark, and then it isreturned to the
origind format.

B. Geometric Distortion. Consistsin summing
to each pixel of imageasmall vaueto modify
it completely without noticing visudly.

C. Noise Therearedifferent typesof noisethat
can be summed to theimageto alter it, such
&

Multiplicative Noise: it usesthe next equation
g=f+n* f to sum the noise to the image,
wheref istheimageand n isarandomvariable
uniformly distributed. Therangeinwhichn
takes values depends on the variance. This
noise softenstheimagein auniform manner,
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hence for asmall variance the effect on the
imageisadsosmadl.

Impulsive Noise: it adds random values to
someof thepixelsof theimage, theamount of
pixdsthat areaffectedisrdaedtothevariance.
The elements altered by this noise are very
noticeableintheimage.

Gaussian Noise: it adds noise normally
distributed (asshownin Table1). Thisnoiseis
moreaggressivethantherest, sinceit distorts
thewholeimage, makingit very susceptible.

Table 1. Noise Models.

Mean and
Type PDF Variance
P z=a
p={n z-b  [nmahhn
Impulsive 0 otherwise [O ’= (a - m) P
2
b>a + (b —m) P,
1 —(z-aY12b*
p.(2)= e e e m=a
Gaussian 2nb
2 _ bZ
—0<ZL® Sl

Results and Discussion
Implementation and tests

Firgt weshow, graphicaly and mathematicaly,
how the original image changeswith respect to the
imagewith theembedded watermark, thenit can be
seen how theimageisaffected with thewatermark
with each attack. The Figuresonly show thetestin
oneimage dueto the extension it occupies, but a
Tableisannexed with the mathematical proveof five
differentimages. All testsweredoneby introducing
information at itsmaximum capacity [ 12].

Figs. 2, 3and 4 show 3500 samplestakento
eachmatrix R, G and B. Theoneinred corresponds
totheoriginal image and theonein blue showsthe
imagewith thewatermark.

o
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Figure2. Graphic of 3500 samplesof matrix R, inredthe
original image andin bluethewatermarked image.
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Figure3. Graphic of 3500 samplesof matrix G, inredthe
original image andin bluethewatermarked image.
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Figure 4. Graphic of 3500 samples of matrix B, in red the original
image and in blue the watermarked image.
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In the above three Figures, we can see the
changes suffered by the watermark in each plane,
athoughwhen recovering theimage, these changes
arenot noticeable.

Figs. 5, 6 and 7 show the same 3500 samples
takenineachmatrix R, G and B, but now inred we
have theimagewith thewatermark and in bluethe
sameimagewith multiplicative noisewith variance

!
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Figure5. Graphic of 3500 samplesof matrix R, inred the
watermarked image and in blue the watermarked image
with multiplicative noise.
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Figure6. Graphic of 3500 samplesof matrix G, inredthe
watermarked image and in blue the watermarked image
with multiplicative noise.
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Figure7. Graphic of 3500 samplesof matrix B, inredthe
watermarked image and in blue the watermarked image
with multiplicative noise.

Multiplicativenoise softenstheimageand with
small variance, asthe one used here of 0.001, the
alteration is almost not perceptible, and the
watermark resisted 100% in different images.

Figs. 8, 9 and 10 show the same samples
selected inthe previous graphs. Inred we havethe
watermarked imageandin bluethesameimageafter
adding theimpulsive noisewith variance of 0.001.
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Figure8. Graphic of 3500 samplesof matrix R, inredthe
watermarked image and in blue the watermarked image
withimpulsive noise.
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Figure9. Graphic of 3500 samplesof matrix G, inredthe
watermarked image and in blue the watermarked image
with impulsive noise.
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Figure10. Graphic of 3500 samplesof matrix B, inred the
watermarked image and in blue the watermarked image
with impulsive noise.

Addingimpulsvenoisetotheimagevisudly is
very notorious, henceitisavery perceptible attack.
After severd testswith differentimages, 12% of the
embedded information was|ost.

In Figs. 11, 12 and 13 we have the same
samplestakenineach matrix R, G and B, wherethe
graphinred showsthewatermarked imageandin
blue the sameimage with noise but now Gaussian
withvariance of 0.001.
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Figure 11. Graphic of 3500 samplesof matrix R, inred the
watermarked image and in blue the watermarked image
with Gaussian noise.
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Figure12. Graphic of 3500 samplesof matrix G, inred the
watermarked image and in blue the watermarked image
with Gaussian noise.
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Figure 13. Graphic of 3500 samplesof matrix B, inred the
watermarked image and in blue the watermarked image
with Gaussian noise.
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As in the previous examples, the tests
correspond toavarianceof 0.001, losng an average
of 16% of thewatermark.

Gaussian noiseand impulsive noise affect the
imagein different manner but they aremuch more
notoriousthan the multiplicative noise, whichis
reflectedinthese Figures.

For the geometric distortion, we have done
severd testsusing shifting intherangeof 1to 80. It
isimportant to mention that using ashifting higher
than 15 will produceavisible modification onthe
image. Thepurposeof usng higher vauesof shifting
inthiswork isto provethat the watermark always
resststheattack regardlessof thevaueadded, snce
theinserted information isembedded comparing
pairsof values, and the added value does not alter
thisreation. Thehisogram shownin Fgure 14 shows
theimpact on animage caused by applying ashifting
of 50.

Figure14. Inbluethehistogram of thewatermarked image
and in black the watermarked image with shifting of 50.

Compression was done with commercial
softwarewith formatsBMP, JPEG and Zip. This
software offers a compression rate ranging from
50% to 70%. However, if the watermark is
embedded inthezonethat we proposeinthis paper,
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satisfactory result isachieved when thewatermark
isrecovered.

Themathematica analysiswasdonewiththe
correlationindex, energy percentagerecovered and
PSNR (Peak Signal to Noise Ratio). Theresults
areshowninTables2, 3,4,5and 6.

We calculated the correl ation index between
theorigind imageand themodifiedimageasfollows.

NI
Jr.lo] 7, o]

where:
ny[ [] Corrdationindex

rxy[ [] Crosscorrdationbetweentheorigina image
andthemodifiedimage.
Autocorrdation of theorigina image.
Autocorrdation of themodifiedimage.

[ =04142... (5)

r,[0]
r.[0]

Wecalculated the PSNR asfollows;

XY max P)fy

X,y X,y

R

where

XandY are the number of rows and columns,

respectively.

representsapixel, whose coordinatesare

(x,y) intheorigina image.

P representsapixel, whose coordinates
are(x,y) inthewatermarked image.

Xy
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Table2. Matrix R correlation.

Original M:llt.l])ll_ Impulsive | Gaussian C01‘1.1])re-
Image ut}ve Noise Noise ssion
Noise Noise
Image 1
water- 0.9999802 | 0.9995113 [ 0.9990186 | 0.9971078 | 0.9998389
marked
Image 2
water- 0.9999452 | 0.9995288 [ 0.9974101 | 0.9936245 | 0.9997492
marked
Image 3
water- 0.9999680 | 0.9994625 [ 0.9993945 | 0.9985986 | 0.9998637
marked
Image 4
water- | 0.9999527 | 0.9995152 | 0.9995084 | 0.9983921 | 0.9999640
marked
Image 5
water- 0.9998189 | 0.9994995 [ 0.9994154 | 0.9981030 | 0.9999698
marked
Table3. Matrix G correlation.
Original Multipli- Impulsive | Gaussian Compre-
cative . . ssion
Image . Noise Noise .
Noise Noise
Image 1
water- 0.9999890 | 0.9995032 | 0.9992693 | 0.9975235 | 0.9999630
marked
Image 2
water- 0.9999852 1 0.9994990 | 0.9967019 | 0.9912684 | 0.9998664
marked
Image 3
water- 0.9999759 1 0.9995145 | 0.9988478 | 0.9967613 | 0.9998922
marked
Image 4
water- 0.9999742 1 0.9995039 | 0.9995321 | 0.9983535 | 0.9999862
marked
Image 5
water- 0.9998982 | 0.9994947 | 0.9989822 | 0.9968874 | 0.9999764
marked
Table 4. Matrix B correlation.
Original Mu“.lPII_ Impulsive | Gaussian an}pm-
Image cative Noise Noise ssion
Noise Noise
Image 1
water- | 0.9999960 | 0.9994985 | 0.9985537 | 0.9956487 | 0.9995689
marked
Image 2
water- | 0.9999853 | 0.9994938 | 0.9936931 | 0.9912684 | 0.9990533
marked
Image 3
water- | 0.9999510 | 0.9996421 | 0.9985542 | 0.9956853 | 0.9991845
marked
Image 4
water- | 0.9999733 | 0.9995036 | 0.9993014 | 0.9979530 | 0.9992126
marked
Image 5
water- | 0.9998845 | 0.9994977 | 0.9988778 | 0.9960856 | 0.9991357
Marked

148

Table5. Energy percentage of the recovered watermarked
image.

Original Mult.lph Impulsive | Gaussian C“‘T‘p"e
cative . . ssion
Image . Noise Noise X
Noise Noise

Image 1
water- | 99.980944 [ 100.05124 | 100.19359 | 100.54094 | 99.880423
marked

Image 2
water- | 99.950691 | 99.928101 | 100.73372 | 101.78531 | 99.751472
marked

Image 3
water- | 99.915630 | 100.02666 | 100.155
marked

4| 100.46218 | 100.15554

W

Image 4
water- | 99.969529 | 100.04989 | 100.07206 | 100.33814 | 99.936251
marked

Image 5
water- | 100.40056 | 100.08783 | 100.17762 | 100.56995 | 99.929731
marked

Table 6. Metric distortion by PSNR (dB).

Image 1 Image 2 Image 3 Image 4 Image 5

water- water- water- water- water-
marked marked marked marked marked
Oligalgn;ﬂ 67.553861 | 67.301299 | 66.811934 | 67.201236 | 67.132489

Inconclusion, theobjectiveof thisresearchis
to demondgtratethelegibility, security and robustness
of thistechnique of embedding digital watermark,
whichinour opinionisaccomplishedfor thefollowing
reasons. It islegible s ncetheembedded information
can be recovered using the inverse transform
procedure. Itissecuresincefor any non-authorized
person the existence of thewatermark isnot evident.
And moreimportantly, it resistscompression such
asJPEG, geomericdigortionand multiplicativenoise,
attacksthat alter theimage in auniform manner.
Thesetypesof attackswill not affect the embedded
information, henceit will resst awatermark. Onthe
other hand, impulsvenoiseand Gaussannoiseaffect
thewatermark, but we should remember that if an
attack iseffectiveit should not dter visbly theimage,
and thesetwo attacksclearly affect theimage.

It should be noted that watermarked images
haveahigh quality. Thismeansthat by embedding
thewatermark theimageisnot altered sgnificantly.
This can be seen in the first value of both the
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correlation and theenergy Tablesand in Table 6 of
metricdigtortion.
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Abstract: The present study was conducted in and around Machiara National Park, Azad Jammu &
Kashmir (AJK) in 2004 to document the faunistic diversity of the Park. Two species of snakes Coluber
ladacensis and Amphiesma platyceps (Reptilia) are being reported for thefirst timefrom AJK in general

and MachiaraNational Park in particular.

Keywords: Herpetology, biodiversity, Coluber ladacensis, Amphiesma platyceps

I ntroduction

MachiaraNational Park in Azad Jammu &
Kashmir (AJK) lieson the western side of Punjal
Range and is zoogeographically part of the
Himalayas. The park possessesuniquephysical as
well ashiogeographica characteristicsand presents
avariety of microhabitats. It fallsin the monsoon
belt and receives sufficient precipitationintheform
of snow and rainfall. Regarding the herpetol ogy of
AJX, very limited studiesaresofar available[1-5].
The present study reports two species of snakes
fromthisareafor thefirg time. Previoudy, Smith[6]
is known to have made the first and the most
comprehensve studieson snakesof the Indian sub-
continent, including Pakistan. Later onMinton [ 7]
and Mertens [8] also extensively studied the
amphibiansand reptilesof Pakistan. However, they
mainly concentrated on the southern provinces of
Pakistan with somerecordsfrom northern Pakistan
aswell.

Study Area

MachiaraNational Park located at 34°40' N
latitudeand 73010 E longitude coversan areaof

about 33136 acres. The park area represents
temperate forest and al pine meadows. Top of the
Makra Mountain here represents an area of
permanent snow. Although the park isspread over
arelatively smaller areg, it hasastegp vertica cline.
The area starts at an altitude of about 800m and
atainsaheight of about 3000m at MakraMountain
top. Severd visitswere made during theyear 2004
tothepark areato study itsfaunistic diversity.

Results and Discussion

The speciesladacensis wasfirst described
as Zaminis ladacensis Anderson, 1871. Smith
synonymised the specieswith Coluber rhodorachis
[6], which wasfollowed by Minton[7]. Mertens
[8] onceagain consderedit asan independent taxon
and identified it at sub-specific level as Coluber
rhodorachisladacensis. Hereported its presence
fromdifferent areasof Pakigtan, including someparts
of NWFP. Khan [9] followed the arrangements of
Mertens[3]. Whitaker and Captain[10] raised it to
specieslevel and stretched thelimit of itssubcaudal
scalesto 93.
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The speciesplatycepswasfirst described as
Tropidonotus platyceps Blyth, 1845. Smith [6]
identified it asNatrix platyceps. Minton [ 7] did not
show the presence of this species in Pakistan.
However, Mertens [8] reported its presence as
Natrix (Amphiesma) platyceps from Abbotabad.
Khan[9] and Whitaker and Captain [10] placed it
inthe genus Amphiesma.

The presence of Coluber ladacensisin AJK
isbased on specimen# PMNH 1650 collected from
Chogali (34° 25" 27" N, 74° 44" 52" E) at an
elevation of 2385 m. Chogali isatemperateforest
with thick conifer trees and shrubs, representing
extremely mesic habitat. The specimen is
characterized by19 mid-dorsals; 208 ventrals; 98
subcaudals, divided; 8 supraabials, of which 4™ and
5" touch the eye; 2 preoculars; 2 postoculars and
presenceof loredl.

The presence of Amphiesma platyceps is
based on specimen#PMNH 1654, collected from
Pathra(34°32 58" N, 73°31 53" E) at anelevation
of 2490 m. The specimen is characterized by 19
mid-dorsas, middleoneskedled and lateral smooth;,
194 ventrd's, 63 subcauddss, divided; 8 supralabidls,
of which 3, 4" and 5" touch the eye; 1 preocular;
2 postoculars; loreal and andl, entire.

Theexistence of thesetwo speciesinthePark
is not surprising since both of these have been
previoudy reported from the geographically adjacent
North West Frontier Province (N.W.F.P.) of
Pakistan. However, itisworth mentioning that the
historic report of these speciesin NWFPwas based
on old taxonomic arrangementsthat do not agree
withtherecent characterization of thesepeciesmade
by Whitaker & Captain[10]. Thelatter authors[10]
have clearly delineated the speciesfrom the other
closely related taxaand have set new rangesof the
phollidosisof thepecies. The present study not only
stretches the occurrence of these species from
Pakiganwedl into Azed Jammu & Kashmir resffirming
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thelr existencein the northern temperate forests of
Pakistan but a so showsthat aconsistent and long
term effort isneeded to document the total natural
wed th of the Park.
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We show that the Gaussequation employedin
theembedding of R, into E,, yildsasymmetrictensor
bij which generatesal_anczospotentid for the Gode
cosmologica modd.

A spacetime can be embedded into E if and
only if there existsthe second fundamental form
b, = b,, flfillingthe Gauss—Codazzi equations[1]:
R . =€(bb

actf ai~¢cf

_bajbci) > (1)
B, =b, ~b, =0, )

wheree=t 1, R, isthe curvature tensor and ;]
denotesthe covariant derivative. Thenwesay that

such-spaceissaid to beof classone.

From the Gaussrelation (1) it ispossibleto
show theidentity [2-6]:

K 1 ac
pbij = 4_§g1] - 5 RiaqG B (3)
R .
Where Gac = Rac - Egac and Rac = R acr ae the
Einstein and Ricci tensors, respectively, and
K, =*R* "R _isalLanczosinvariant[7,8] interms

ijac

of the double dual [9] of the Riemann tensor

*R *Uac = Zn ijrm Rm'll’nnmc , where T],-,-ac is the Levi-
Civitatensor, and
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p2 = —%[% K2 + Iaimn]»Giijnj 2 O (4)

If p# O0then (3) can beusedto obtainexplicitly a
bij verifying (1).

Now we apply (3) to the Godel metric [10]
(usngsgnature+2):

ds® =—(ax') -2 ¢ d'ax’

1 . 2 2 2
S (@) +(dx’) +(ax') . (5)
therefore e=1, pzﬂ and:!
1 ¢ 00
x4 3 X4
(by‘)z_% ¢ 56 00 . ©)
0 0 0 0
0 0

Thetensor (6) doesnot satisfy (2) becauseweknow
[11-15] that (5) is not of class one; in fact,
by,., # by,.,. Thus forthisGode cosmologica mode
we have aB whose only non-zero independent
componentsare:

3 o
By =By =——€ . 324225\/562 , ()

with the same symmetries asthe Lanczos potential
K [9,16,17]:

cij



Note on the Lanczos potential

Biir = _‘Bjir > Bijr + Bjn' + Bn’j = O "

B =0 B =0

Then “ansatz”

K, =08B,, Q=constant, )

must generatetheconformal tensor viatheexpresson
[18,19]:

C

aijr

=K

aij;r

-K. +K

air; j

-K

Jjriza

J’_

Jrai

garKji - gaij' + ginm - girKja > (9)

whereK, =K, = K. With (7) and (8) wefind

iJj.r

that (9) impliescorrectly al componentsof the\Weyl
tensor if O = /2 /18, which meanstheat (6) produces
alL.anczospotentia for Godel geometry:

V2
ir = K brj;i - bri;j) (10)

We know that (5) does not accept embedding into
E.. However, the study of the Gauss-Codazzi
equationsisimportant becauseit permitscongtruction
of the Lanczos generator (10) for the Godel
spacetime. Then, if ametric is not of class one,
perhapsabijverifyi ng (1) may havearelationship
similar to (10) with a Lanczos potential for this
metric.

Our work calls attention towards an
interesting connection between the embedding of
Riemannian 4-spaces and the Lanczos generator,
which needsbeinvestigated further. For example, it
istill not knownif (5) admitsembeddinginto E,
[13-15,20]. The Lanczos potential givesusanew
approach to thisopen problem.
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Mr. A. H. Chotani ;’"0’)

1923-2004

Mr. Abdul Hamid Chotani breathed hislast on
17-10-2004, at theage of 81 years, after aprolonged
illness. May Allahrest hissoul in peace (ameen).

Oneof us(M. Adam) met Mr. Chotani when|
(S.M. Jaffar) joined PCSIR in October 1954.
However, | recalled having seen hisphotographin
1940 in a newspaper, when he topped in the
matriculation Examination of Bombay University
(India) wherel toowasastudent. | believe, hewas
thefirst Mudiminthe provinceto haveachievedthis
distinction. Hewent ontodo hisB.Sc. (Hon's) in
1945 from Bombay University, and then B.S. and
MSin Chemica Engineering from University of
Wisconsin, Madison, U.SA.,in1947& 1948.

While working for a master’s degree in
Chemical Engineering, hewasalsoteachinginthe
M athemati cs Department, which supplemented his
meager financial support from philanthropic
organizationsin Bombay. Hisstrong backgroundin
Physics, Chemistry and Mathematicshel ped himto
achieve high gradesin the coursesrequired inthe
Chemica Engineering Department. InWisconsin, he
provided voluntary ass stanceto hisIndian colleagues
intheevenings, in working on class-assignments,
whichincluded both Mudlimsand Hindus.

Mr. Chotani participated actively intheldamic
Culturd Association of theUniversity of Wisconsin,
which included students from Pakistan, Egypt,
Turkey, India and Irag. Independence Day of
Pakistan was celebrated on 14" August 1947 inthe
udentunionhdl. | (SM.Jaffar) recdl that aNationd
anthem of Pakistan had not been decided upon by
that time. Pakistani students presented asubstitute
anthem by signing apoem of Allamalqgbal, which

1

wastrandated into English poetry by Mr. Chotani
and distributed to the audience. Once, after Friday
prayers, arecitation of Holy Qur’ an was held by
some Muslim students who possessed Qirat
certificates from religious schools. Mr. Chotani
surprised them when he recited the Qur’ an with
excellent“ Tgywid”. Hetold usthat hewasableto
do thisbecause histeacher taught him, inhisearly
years, to read Qur’ an with correct pronunciation

(Tejwid).

Hewasan activemember of Internationa Club
of the University of Wisconsin, which had a
membership of seventy countries. Herepresented
Pakistan effectively and spoke convincingly onthe
Two Nation Theory, ideological basisof Pakistan
and issues concerning partition of the sub-continent.
After completion of studies, hetook aninternship
with apaper-manufacturing plantin Wisconsn State.
Using hiscredative geniushe succeeded insolvinga
lingering problem affecting the quality of the paper.
Thiswashighly appreciated by themanagement and
they offered himaregular jobintheir plant but Mr.
Chotani preferred to return and serve Pakistan.

Initially he joined the Association Cement
Industry at Wah, asachemist, but routine nature of
hisjob did not satisfy hispassion for undertaking
chdlenging assgnments. Heresgned after sometime
and moved to Karachi in search of asuitable job
where he could make use of histalent in Chemical
Engineering. Fortunatdly, Dr. Sdimuzzamean Sddiqui,
newly appointed Chairman of P.C.S.I.R., was
looking for somededi cated scientistsand engineers.
He was impressed by the qualifications and
experience of Mr. Chotani and he offered him a
research positionin PC.S.1.R., whichturned out to
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bealifetimeassgnmenttill hisretirement in 1983.

Mr. A. R. Chotani wasworking onamini-plant
for Dr. Salimuzzaman’ sproject relating to “ Use of
super-heated steam for desul phurization of Pakistani
cod”,when| (M. Adam) joined theorganization. A
project for waterproofing roofing—felt had been
assigned to me, and | realized that laboratory
experimentation had to bedoneon pilot-plant scale
inorder to ensure proper commercidisation of this
product. | discussed thisproblemwith Mr. Chotani.
Hewasvery excited and weworked out aplan, got
arather reluctant approval from Dr. Salimuzaman,
and went to work. Early results were very
discouraging and, totopit al, therewasafireinthe
pilot-plant, which a so partly damaged the barrack
inwhichit washoused. Dr. Sdimuzaman called me
andsad,“I don't havetheheart totell thisto Chotani,
but you should convey tohimthat afalureinresearch
should not becomeaprestige-issue’, and suggested
winding up theproject. | conveyed thisto Chotani.
Hewas absolutely dumbfounded; hejust sat there
for almost half an hour saying nothing and | was
looking at hismental state. | went alongwithhimin
deciding to undertake three further trials, before
giving up the project. A main problem had beento
cool and get theright structureinthefet after it came
out of the steeping tank. It wasour last experiment
and weresorted to direct spray with water, which
gave ussuccess!

We produced 5,000 sg. ft. of thefelt and then
showed theresultsto Dr. Salimuzaman, who was
no lessexcited. Thisshowsone aspect of Chotani’s
character. Whenever he undertook any project/
assignment, hewould not accept faillure— thiswas
hisgreat strength and, in some cases, thistrait was
also hiswesak point.

Subsequently, looking after the Chemical
Engineering & Pilot Plant Division of PC.S.I.R.,
Chotani wasinvolved in upscaling the coal-project
into amajor pilot-plant, in which German experts
also provided inputs. Sometime thereafter,
Salimuzaman decided to take him on to the
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Administration side, as Secretary of PC.S.I.R., a
responsibility handled well by him for almost a
decade. L ater, hereturnedtotheR& D sidein 1967/
68, to becomethe head of the Fuel Research Center
at Karachi. Hewas awarded Tamgha-e-Quaid-e-
Azam by the Government of Pakistaninrecognition
of hismeritoriousservicesto PCSIR. Then, in 1977
hewent to head the Hydrocarbon Research Indtitute,
wherehedid important spadework on utilization of
LPG and CNG for automobiles, leading to
devel opment of appropriate converson-kits. Findly
hereturnedto PC.S.I.R. asMember (Technology)
of the Governing Body in 1980, and heretiredin
1983.

Chotani was a hardworking person, took all
hisresponghilitiesand assgnmentsvery serioudly.
He played a great role in establishing Pakistan
Association of Scientistsand Scientific Professons
in 1955/56 and remained associated with this
organisation in one capacity or the other till 1988.
Hewasalsoinvolved in varioussocial projectsof
hisMemon community.

On of the sources of hisenergy and strength
wasundoubtedly thefact that hewasagood Mudim,
steadfast in hisprayers. Chotani wasapersonwith
many persona gifts. Not only washeagood friend
and easy to get along with, but he had amultitude of
interests—professional aswell associal. At one
stage, hewas oneof agroup of four persons, inthe
early days of PC.S.I.R, who were constantly
engagedinthinkingandworkingtogether onavariety
of S& T problemsof industria interest.

Mr. Chotani issurvived by afamily of four; a
widowed wife, two sonsand adaughter. Hismemory
will dwaysremaininour heartsasascientist aswell
asahuman being of highest mord vaues. May Allah
almighty give hisfamily the strength to bear this
irreparableloss.

Muhammad Adam
Fellow, Pakistan Academy of Sciences
and
Syed Muhammad Jaffar (Ph.D. Wisconsin)
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