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Abstract. The main object of this paper is to establish some fixed point results for F (ψ,ϕ)-
contractions in partially-ordered metric spaces. As an application of one of these fixed point theorems,
we discuss the existence of a unique solution for a coupled system of higher-order fractional differen-
tial equations with multi-point boundary conditions. The results presented in this paper are shown
to extend many recent results appearing in the literature.
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1. INTRODUCTION AND MOTIVATION

Existence of fixed points for contractive mappings in partially-ordered metric spaces has been considered in
many recent works (see, for example, [3, 8, 13, 15, 28]), in which applications to matrix, ordinary differential
and integral equations are also presented.

Zhou et al. [30] considered an interesting class A of functions, which includes all bounded functions
β : [0,∞) → [0,K) with upper bound K > 0, in order to refine the Banach contraction principle.

Theorem 1. (see [30]) Let (X,�, d) be a partially-ordered complete metric space. Suppose that f : X → X
is a nondecreasing mapping and that there exists an element x0 ∈ X with x0 � f(x0). Suppose also that
there exist a constant θ ∈ (0, 1/K) and a function h ∈ A such that

d
(
f(x), f(y)

)
� θh

(
θd(x, y)

)
d(x, y) (for each x, y ∈ X with x � y).

Assume that either f is continuous or that, if an increasing sequence {xn} tends to x ∈ X then

xn � x (∀ n ∈ N).

If, for any x, y ∈ X, there exists z ∈ X, which is comparable to x and y, then f has a unique fixed point.

Fractional calculus is a generalization of the ordinary calculus of differentiation and integration to arbitrary
noninteger order. It significantly aids in describing various natural phenomena and modelling them more
accurately. In particular, fractional differential equations (FDEs) play an important rôle in many fields of
science and engineering (see, for details, [9, 10, 14]).

Recently, the existence and uniqueness of a solution of the initial and boundary value problems for
nonlinear fractional differential equations were studied systematically by using different types of fixed point
theorems such as the Banach contraction principle, Schauder and Leray-Schauder fixed point theorems, and so
on (see [2, 5, 6, 7, 26, 27]). There are a few papers which considered multi-point boundary value problems for
fractional differential equations when both the nonlinearity and the boundary conditions involve fractional-
order derivatives of the unknown functions (see, for example, [16, 19, 29]). Zhou et al. [30] used Theorem
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1 to prove the existence of a unique positive solution of the following multi-term fractional differential
equation with multi-point boundary conditions (see also the related recent works [18, 22, 23, 24, 25] involving
fractional-order derivatives of the unknown functions in various applied problems):

Dαx(t) = f
(
t, x(t),Dμ1x(t),Dμ2x(t), · · · ,Dμn−1x(t)

)
,

Dμix(0) = 0 (i = 1, 2, · · · , n− 1),

Dμn−1+1x(0) = 0 and Dμn−1x(1) =
m−2∑

j=1

ajDμn−1x(ξj), (1.1)

where α ∈ (n−1, n], 3 � n ∈ N, 0 < μ1 < · · · < μn−1, n−3 < μn−1 < α−2, aj ∈ R, 0 < ξ1 < · · · < ξm−2 < 1,

m−2∑

j=1

ajξ
α−μn−1−1
j < 1 and f ∈ C

(
[0, 1]× R

n[0,∞)
)
.

By the help of the Schauder fixed point theorem, Rehman and Khan [17] established sufficient conditions
for the existence of solutions to multi-point boundary value problems for a coupled system of higher-order
fractional differential equations.

Motivated by the above-mentioned recent works, we generalize Theorem 1 by using the class F of functions,
which was introduced by Ansari [4]. We then study the existence of a unique solution for the following
coupled system of multi-term nonlinear fractional differential equations with multi-point boundary conditions
by using a markedly different technique based on finding one fixed point for the F (ψ, ϕ)-contractions in
partially-ordered metric spaces:

Dαx(t) = f
(
t, y(t),Dν1y(t), · · · ,Dνm−1y(t)

)
, Dβy(t) = g

(
t, x(t),Dμ1x(t), · · · ,Dμn−1x(t)

)
,

Dα−ix(0) = 0 (∀ i = 1, 2, · · · , n), Dβ−jy(0) = 0 (∀ j = 1, 2, · · · ,m),

Dμn−1x(0) = 0 = Dνm−1y(0), Dμn−1+1x(0) = 0 = Dνm−1+1y(0),

Dμn−1x(1) =

p−2∑

j=1

ajDμn−1x(ξj) and Dνm−1y(1) =

q−2∑

j=1

bjDνm−1y(ηj), (1.2)

where n = [α] + 1, m = [β] + 1, [α] and [β] denote the integer parts of the real numbers α and β,

0 < μ1 < · · · < μn−1, 0 < ν1 < · · · < νm−1, n− 3 � μn−1 < α− 2, m− 3 � νm−1 < β − 2,

0 < ξ1 < · · · < ξp−2 < 1 and 0 <

p−2∑

j=1

ajξ
α−μn−1−1
j < 1,

0 < η1 < · · · < ηq−2 < 1 and 0 <

q−2∑

j=1

bjη
β−νm−1−1
j < 1

and f, g ∈ C[0, 1] ∩ L[0, 1].

2. DEFINITIONS AND PRELIMINARIES

Definition 1. (see [4]) An ultra altering distance function is a continuous and nondecreasing mapping
φ : [0,∞) → [0,∞) such that φ(t) > 0 for t > 0. Let Φ denote the class of ultra altering distance functions.

Definition 2. (see [4]) A mapping F : [0,∞)2 → R is called a C-class function if it is continuous and
satisfies the following axioms:

1. F (s, t) � s;

2. F (s, t) = s implies that either s = 0 or t = 0 for all t ∈ [0,∞).

Let C denote the set of C-class functions.
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Definition 3. (see [10] and [14]) The Riemann–Liouville fractional integral of order α > 0 of a function
x : [0,∞) → R is given by

Iαx(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 x(s)ds,

provided that the right-hand side is pointwise defined on [0,∞).

Definition 4. (see [10] and [14]) The Riemann–Liouville fractional derivative of order α > 0 of a con-
tinuous function x : [0,∞) → R is given by

Dαx(t) =
1

Γ(n− α)

dn

dtn

{∫ t

0

x(s)

(t− s)α−n+1
ds

}
,

where n = [α] + 1, provided that the right-hand side is pointwise defined on [0,∞).

Lemma 1. (see [26]) The Riemann-Liouville fractional integral and the Riemann-Liouville fractional
derivative satisfy each of the following properties:

(1) IαIβx(t) = Iα+βx(t) and DαIβx(t) = Iβ−αx(t) for all β � α > 0, x ∈ L[0, 1];

(2) IαDαx(t) = x(t) + c1t
α−1 + · · ·+ cnt

α−n, where n = [α] + 1 and x,Dαx ∈ C[0, 1] ∩ L[0, 1];

(3) Iα : C[0, 1] → C[0, 1], where α > 0.

Lemma 2. Assume that the function x : [0, 1] → [0,∞) and its fractional derivative of order α > 0
belongs to C[0, 1] ∩ L[0, 1]. If x satisfies the following fractional differential equation:

Dαx(t) = h(t) and Dα−ix(0) = 0 (∀ i = 1, 2, · · · , n; n = [α] + 1), (2.1)

then x can be written as x(t) = Iμu(t) for some continuous function u.

Proof. In fact, by Eq. (2.1), we have
IαDαx(t) = Iαh(t).

Thus, by applying Lemma 1 and the following relations (see [5, Remark 2.1]):

Dαtλ =

⎧
⎪⎪⎨

⎪⎪⎩

Γ(λ+ 1)

Γ(λ− α+ 1)
tλ−α (λ > −1; λ � α > 0)

0 (λ < α),

we obtain

x(t) + c1t
α−1 + · · ·+ cnt

α−n = Iαh(t),

Dα−1x(t) + Γ(α)c1 = I1h(t), at t = 0 =⇒ c1 = 0,

Dα−2x(t) + Γ(α− 1)c2 = I2h(t), at t = 0 =⇒ c2 = 0,

...

Dα−nx(t) + Γ(α− n+ 1)cn = Inh(t), at t = 0 =⇒ cn = 0,

so that
x(t) = Iαh(t) = IμIα−μh(t) = Iμu(t).

Our demonstration of Lemma 2 is thus completed.

3. A SET OF FIXED POINT RESULTS

We begin this section by stating and proving Theorem 2 below.

Theorem 2. Let (X,�, d) be a partially-ordered complete metric space and let T : X → X be a nonde-
creasing mapping such that

ψ
(
d(Tx, T y)

)
� F

(
ψ
(
d(x, y)

)
, ϕ

(
d(x, y)

))
(∀ x � y), (3.1)

where ψ, ϕ ∈ Φ and F ∈ C. Suppose that either

RUSSIAN JOURNAL OF MATHEMATICAL PHYSICS Vol. 27 No. 3 2020



388 SRIVASTAVA, SHEHATA, AND MOUSTAFA

(a) T is continuous or

(b) X satisfies following property:

If a nondecreasing sequence {xn} → x ∈ X, then xn � x (∀ n ∈ N). (3.2)

If there exists x0 ∈ X such that x0 � Tx0, then T has a fixed point.

Proof. Let x0 ∈ X be such that x0 � Tx0. Define a sequence {xn} ∈ X by

xn = T nx0 = Txn−1 (∀ n ∈ N).

Since T is monotone nondecreasing and x0 � x1, so we have

x1 = Tx0 � Tx1 = x2.

Continuing the above process, we obtain

xn � xn+1 (∀ n ∈ N0 := N ∪ {0}). (3.3)

Now, from (3.1) and (3.3), we have

ψ
(
d(xn+1, xn)

)
= ψ

(
d(Txn, T xn−1)

)
� F

(
ψ
(
d(xn, xn−1)

)
, ϕ

(
d(xn, xn−1)

)
)

� ψ
(
d(xn−1, xn)

)
. (3.4)

We want to prove that
d(xn+1, xn) → 0 (n → ∞).

If d(xn+1, xn) = 0 for some n ∈ N0, then

xn = xn+1 = Txn,

that is, xn is a fixed point of T . So, we consider

d(xn+1, xn) > 0 (∀ n ∈ N0).

The inequality (3.4) and the properties of ψ imply that

d(xn+1, xn) � d(xn, xn−1) (∀ n ∈ N0).

It follows that the sequence {d(xn+1, xn)} is a nonincreasing sequence of positive numbers.
Thus, clearly, there exists r ∈ R such that

lim
n→∞

d(xn+1, xn) = r. (3.5)

We next proceed to prove that r = 0. Indeed, by letting n → ∞ in (3.4), we find that

lim sup
n→∞

ψ
(
d(xn, xn+1)

)
� lim sup

n→∞
F

(
ψ
(
d(xn−1, xn)

)
, ϕ

(
d(xn−1, xn)

)
)

� lim sup
n→∞

ψ
(
d(xn−1, xn)

)
.

Using Eq. (3.5) and the properties of the functions F , ψ and ϕ, we obtain

ψ(r) � F
(
ψ(r), ϕ(r)

)
� ψ(r) =⇒ F

(
ψ(r), ϕ(r)

)
= ψ(r) =⇒ ψ(r) = 0 or ϕ(r) = 0 =⇒ r = 0.

Therefore, we have
lim
n→∞

d(xn+1, xn) = 0. (3.6)

We now prove that {xn} is a Cauchy sequence in (X, d). Suppose, on the contrary, that {xn} is not a
Cauchy sequence. Then there exist ε > 0 and two sequences {mk} and {nk} of positive integers such that

nk > mk > k, d(xnk
, xmk

) � ε. (3.7)
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Suppose that k is the smallest integer which satisfies (3.7). Then

d(xnk−1, xmk
) < ε. (3.8)

By the triangle inequality of the metric d, we obtain

ε � d(xnk
, xmk

) � d(xnk
, xnk−1) + d(xnk−1, xmk

) < d(xnk
, xnk−1) + ε.

Letting k tend to infinity and using (3.6), we have

lim
k→∞

d(xnk
, xmk

) = ε. (3.9)

On the other hand, the triangle inequality implies that

d(xnk
, xmk

) � d(xnk
, xnk+1) + d(xnk+1, xmk+1) + d(xmk+1, xmk

),

d(xnk+1, xmk+1) � d(xnk+1, xnk
) + d(xnk

, xmk
) + d(xmk

, xmk+1)

=⇒ 0 �
∣
∣d(xnk+1, xmk+1)− d(xnk

, xmk
)
∣
∣ � d(xnk+1, xnk

) + d(xmk
, xmk+1)

=⇒ lim
k→∞

∣
∣d(xnk+1, xmk+1)− d(xnk

, xmk
)
∣
∣ = 0.

So, we have
lim
k→∞

d(xnk+1, xmk+1) = ε. (3.10)

As xnk
� xmk

, we can apply (3.1) to obtain

ψ
(
d(xnk+1, xmk+1)

)
= ψ

(
d(Txnk

, T xmk
)
)
� F

(
ψ
(
d(xnk

, xmk
)
)
, ϕ

(
d(xnk

, xmk
)
)
)

� ψ
(
d(xnk

, xmk
)
)
.

Letting k → ∞ and taking into account (3.9) and (3.10), we obtain

ψ(ε) � F
(
ψ(ε), ϕ(ε)

)
� ψ(ε) =⇒ F

(
ψ(ε), ϕ(ε)

)
= ψ(ε) =⇒ ψ(ε) = 0 or ϕ(ε) =⇒ ε = 0,

which is a contradiction, so our assumption is not true, that is, {xn} is a Cauchy sequence.
Therefore, by the completeness of the space X , we have

∃ x ∈ X : xn → x as n → ∞.

Now, if T is continuous, then
x = lim

n→∞
xn+1 = lim

n→∞
Txn = Tx.

In the case when (3.2) holds true, we claim that x = Tx still holds true. Applying (3.1), we obtain

ψ
(
d(Tx, xn+1)

)
=ψ

(
d(Tx, Txn)

)
� F

(
ψ
(
d(x, xn)

)
, ϕ

(
d(x, xn)

)
)

� ψ
(
d(x, xn)

)

=⇒ ψ
(
d(Tx, x)

)
� F

(
ψ(0), ϕ(0)

)
� ψ(0).

Since ψ is nondecreasing, we have d(Tx, x) = 0 and this proves that x is a fixed point.

For the uniqueness of the fixed point in Theorem 2, we consider the following condition:

For x, y ∈ X, there exists z ∈ X which is comparable to x and y. (3.11)

Theorem 3. Under the added condition (3.11) to the hypotheses of Theorem 2, the fixed point of T is
unique.

Proof. Suppose that x and y are two fixed points. We distinguish the following two cases:

Case 1. If x and y are comparable (say x � y), then

ψ
(
d(x, y)

)
= ψ

(
d(Tx, T y)

)
� F

(
ψ
(
d(x, y)

)
, ϕ

(
d(x, y)

)
)

� ψ
(
d(x, y)

)

=⇒ F

(
ψ
(
d(x, y)

)
, ϕ

(
d(x, y)

)
)

= ψ
(
d(x, y)

)

=⇒ ψ
(
d(x, y)

)
= 0 or ϕ

(
d(x, y)

)
= 0 =⇒ d(x, y) = 0 =⇒ x = y.

Case 2. If x and y are not comparable, then there exists z ∈ X , which is comparable to x and y. Therefore,
one of the following conditions holds:
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• z � x and z � y;

• z � x and z � y;

• z � x and z � y;

• z � x and z � y.

We consider the case when the first relation to hold true and the other relations remain the same. Then
the monotonicity of T implies that

T nz � T nx = x and T nz � T ny = y (∀ n ∈ N ∪ {0})

and

ψ
(
d(T nz, x)

)
= ψ

(
d(T nz, T nx)

)
� F

(
ψ
(
d(T n−1z, T n−1x)

)
, ϕ

(
d(T n−1z, T n−1x)

)
)

� ψ
(
d(T n−1z, x)

)
. (3.12)

Thus, clearly, {d(T nz, x)} is a monotone nonincreasing sequence of positive numbers. So

∃ γ � 0 : {d(T nz, x)} → γ.

Now, from (3.12), we obtain

lim
n→∞

ψ
(
d(T nz, x)

)
� lim

n→∞
F

(
ψ
(
d(T n−1z, x)

)
, ϕ

(
d(T n−1z, x)

)
)

� lim
n→∞

ψ
(
d(T n−1z, x)

)

and
ψ(γ) � F

(
ψ(γ), ϕ(γ)

)
� ψ(γ),

which imply that
F
(
ψ(γ), ϕ(γ)

)
= ψ(γ) =⇒ γ = 0.

Consequently, we have
lim
n→∞

d(T nz, x) = 0. (3.13)

Analogously, one can prove that
lim
n→∞

d(T nz, y) = 0. (3.14)

The uniqueness of the limit gives us x = y, thereby completing our proof of Theorem 3.

4. FRACTIONAL DIFFERENTIAL EQUATIONS

Consider the following modified form of the system given by (1.2),

Dα−μn−1u(t) = f
(
t, Iνm−1v(t), Iνm−1−ν1v(t), · · · , v(t)

)
,

Dβ−νm−1v(t) = g
(
t, Iμn−1u(t), Iμn−1−μ1u(t), · · · , u(t)

)
,

u(0) = 0 = v(0), u′(0) = 0 = v′(0),

u(1) =

p−2∑

j=1

aju(ξj), v(1) =

q−2∑

j=1

bjv(ηj),

0 <

p−2∑

j=1

ajξ
α−μn−1−1
j < 1 and 0 <

q−2∑

j=1

bjη
β−νm−1−1
j < 1. (4.1)

Lemma 3. The boundary value problem (1.2) is equivalent to the one mentioned in (4.1). Moreover, if
(u, v) ∈ C2[0, 1] is a solution of problem (4.1), then the pair of functions given by

(
x(t), y(t)

)
=

(
Iμn−1u(t), Iνm−1v(t)

)

is a solution of the problem (1.2).

RUSSIAN JOURNAL OF MATHEMATICAL PHYSICS Vol. 27 No. 3 2020
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Proof. Consider the problem (1.2) and put

x(t) = Iμn−1u(t) and y(t) = Iνm−1v(t).

This can be done according to Lemma 2. Then, by the definition of the Riemann-Liouville fractional derivative
and Lemma 1, we obtain

Dαx(t) =
dn

dtn
In−αIμn−1u(t) = Dα−μn−1u(t), Dβy(t) = Dβ−νm−1v(t),

Dμ1x(t) = Dμ1Iμn−1u(t) = Iμn−1−μ1u(t), Dν1y(t) = Iνm−1−ν1v(t),

...

Dμn−1x(t) = Dμn−1Iμn−1u(t) = u(t), Dνm−1y(t) = v(t),

Dμn−1+1x(t) =
d

dt
Dμn−1x(t) = u′(t), Dνm−1+1y(t) = v′(t).

We also have

u(0) = 0 = v(0), u′(0) = 0 = v′(0),

u(1) =

p−2∑

j=1

aju(ξj) and v(1) =

q−2∑

j=1

bju(ηj).

Hence, by the following choice:

x(t) = Iμn−1u(t) and y(t) = Iνm−1v(t),

the equations (1.2) can be transformed into (4.1).
Now, let u, v ∈ C[0, 1] be a solution of the system (4.1). Then, by Lemma 1, we obtain

DαIμn−1u(t) = f
(
t, Iνm−1v(t),Dν1Iνm−1v(t), · · · ,Dνm−1Iνm−1v(t)

)

DβIνm−1v(t) = g
(
t, Iμn−1u(t),Dμ1Iμn−1u(t), · · · ,Dμn−1Iμn−1u(t)

)
.

Upon setting
Iμn−1u(t) = x(t) and Iνm−1v(t) = y(t),

we obtain (1.2). Also, the boundary conditions in (4.1) implies those in (1.2). We note here that

Dα−ix(t) = Iμn−1−α+iu(t) =
1

Γ(μn−1 − α+ i)

∫ t

0

(t− s)μn−1−α+i−1 u(s)ds

=⇒ Dα−ix(0) = 0 (i = 1, 2, · · · , n).

In a similar way, we have
Dβ−jy(0) = 0 (j = 1, 2, · · · ,m).

Consequently, x, y : [0, 1] → [0,∞) are solutions of (1.2).

Lemma 4. If n− 1 < α � n, n − 3 � μn−1 < α − 2 and h ∈ L[0, 1], then the following boundary value
problem:

Dα−μn−1u(t) = h(t), u(0) = u′(0) = 0, u(1) =

r−2∑

j=1

dju(ξj) (4.2)

has the unique solution given by

u(t) =

∫ 1

0

K(t, s)h(s)ds,

where

K(t, s) = k(t, s) +

tα−μn−1−1
r−2∑

j=1

djk(ξj , s)

1−
r−2∑

j=1

djξ
α−μn−1−1
j

RUSSIAN JOURNAL OF MATHEMATICAL PHYSICS Vol. 27 No. 3 2020
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and

k(t, s) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(
t(1− s)

)α−μn−1−1 − (t− s)α−μn−1−1

Γ(α− μn−1)
(0 � s � t � 1)

(
t(1− s)

)α−μn−1−1

Γ(α− μn−1)
(1 � s � t > 0),

K(t, s) being the Green function of the boundary value problem (4.2).

Proof. Applying Lemma 1, we can reduce (4.2) to an equivalent integral equation given by

Iα−μn−1Dα−μn−1u(t) = Iα−μn−1h(t),

that is,

u(t) + c1t
α−μn−1−1 + c2t

α−μn−1−2 + c3t
α−μn−1−3 =

∫ t

0

(t− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds,

which, for t = 0, implies eventually that c3 = 0.

We also have

u′(t) + c1(α− μn−1 − 1)tα−μn−1−2 + c2(α− μn−1 − 2)tα−μn−1−3

=
d

dt

{∫ t

0

(t− s)α−μn−1−1

Γ(α− μn−1 − 1)
h(s)ds

}
=

∫ t

0

(t− s)α−μn−1−2

Γ(α− μn−1 − 1)
h(s)ds,

which, for t = 0, implies eventually that c2 = 0. Hence we find that

u(t) + c1t
α−μn−1−1 =

∫ t

0

(t− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds.

For t = 1 and t = ξj (j = 1, 2, · · · , p− 2), we have

u(1) + c1 =

∫ 1

0

(1− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds

and

u(ξj) + c1ξ
α−μn−1−1
j =

∫ ξj

0

(ξj − s)α−μn−1−1

Γ(α− μn−1)
h(s)ds,

respectively. So, we obtain

c1 =

∫ 1

0

(1− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds−

r−2∑

j=1

dju(ξj)

=

∫ 1

0

(1− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds−

r−2∑

j=1

dj

(∫ ξj

0

(ξj − s)α−μn−1−1

Γ(α− μn−1)
h(s)ds− c1ξ

α−μn−1−1
j

)

=
1

1−
r−2∑

j=1

djξ
α−μn−1−1
j

(∫ 1

0

(1− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds−

r−2∑

j=1

dj

∫ ξj

0

(ξj − s)α−μn−1−1

Γ(α− μn−1)
h(s)ds

)

.
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Consequently, the general solution of (4.2) is given

u(t) =

∫ t

0

(t− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds− tα−μn−1−1

1−
r−2∑

j=1

djξ
α−μn−1−1
j

×

⎛

⎝
∫ 1

0

(1− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds−

r−2∑

j=1

dj

∫ ξj

0

(ξj − s)α−μn−1−1

Γ(α− μn−1)
h(s)ds

⎞

⎠

=

∫ t

0

(t− s)α−μn−1−1

Γ(α− μn−1)
h(s)ds−

∫ 1

0

(t(1− s))α−μn−1−1

Γ(α− μn−1)
h(s)ds−

tα−μn−1−1
r−2∑

j=1

dj

1−
r−2∑

j=1

djξ
α−μn−1−1
j

×
(∫ 1

0

(ξj(1 − s))α−μn−1−1

Γ(α− μn−1)
h(s)ds−

∫ ξj

0

(ξj − s)α−μn−1−1

Γ(α− μn−1)
h(s)ds

)

,

that is,

u(t) = −
∫ 1

0

k(t, s)h(s)ds−
tα−μn−1−1

r−2∑

j=1

dj

1−
r−2∑

j=1

djξ
α−μn−1−1
j

∫ 1

0

k(ξj , s)h(s)ds

= −
∫ 1

0

⎛

⎜
⎜
⎜
⎝
k(t, s) +

tα−μn−1−1
r−2∑

j=1

djk(ξj , s)

1−
r−2∑

j=1

djξ
α−μn−1−1
j

⎞

⎟
⎟
⎟
⎠

h(s)ds = −
∫ 1

0

K(t, s)h(s)ds.

We now consider the space C[0, 1] defined by

C[0, 1] :=
{
x : [0, 1] → R (x is continuous)

}

with the classical metric and order given by

d(x, y) = sup
t∈[0,1]

∣
∣x(t)− y(t)

∣
∣; x � y ⇔ x(t) � y(t) (∀ t ∈ [0, 1]).

The completeness of the space (C[0, 1], d) is discussed in details in the earlier work [11].
We now prove that the space (C[0, 1],�, d) satisfies the condition (3.2). Let {xn} be a convergent nonde-

creasing sequence in C[0, 1], that is,

xn � xn+1 → x ∈ C[0, 1].

Then, for any ε > 0, there exists n0 ∈ N such that

∣∣xn(t)− x(t)
∣∣ � sup

t∈[0,1]

∣∣xn(t)− x(t)
∣∣ = d(xn, x) < ε (∀ n > n0)

and

xn(t) � xn+1(t) (∀ t ∈ [0, 1]).

Therefore, for a fixed t, the sequence
(
x1(t), x2(t), · · ·

)
is a convergent nondecreasing sequence of real num-

bers. Then the least upper bound of this sequence is the limit x(t) ∈ R or xn(t) � x(t) (∀ n). Thus, for each
t ∈ [0, 1], we have

xn(t) � x(t) =⇒ xn � x,

which verifies our claim. Moreover, for x, y ∈ C[0, 1], the function max{x, y} ∈ C[0, 1] is that function which
is comparable at x and y. That is, (C[0, 1],�) satisfies the condition (3.11) of Theorem 3.
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For our further investigation, we will work in the space C2[0, 1] with the metric d̄ and the partial order
�p defined for (x, y) and (u, v) ∈ C2[0, 1] by

d̄
(
(x, y), (u, v)

)
= d(x, u) + d(y, v)

and

(x, y) �p (u, v) ⇐⇒ x � u and y � v.

For simplicity, the symbol X stands for the space
(
C2[0, 1],�p, d̄

)
.

Lemma 5. The partially-ordered metric space X is complete and satisfies the conditions (3.2) and (3.11).

Proof. Let {(xn, yn)} be a Cauchy sequence in
(
C2[0, 1], d̄

)
. Then, for every ε > 0, there is n0 ∈ N such that

d(xn, xm)
(
or, d(yn, ym)

)
� d̄

(
(xn, yn), (xm, ym)

)
< ε (∀ n,m > n0).

This shows that {xn} and {yn} are Cauchy sequences in
(
C[0, 1], d

)
which is complete. Thus there are

x, y ∈ C[0, 1] such that
xn → x and yn → y as n → ∞.

Therefore, we obtain
(xn, yn) → (x, y) ∈ C2[0, 1] as n → ∞.

So, the metric space
(
C2[0, 1], d̄

)
is complete.

Furthermore, by assuming that {(xn, yn)} is a convergent nondecreasing sequence in X , we have

(xn, yn) �p (xn+1, yn+1) → (x, y) ∈ C2[0, 1]

=⇒ xn � xn+1 → x ∈ C[0, 1] and yn � yn+1 → y ∈ C[0, 1].

This shows that xn and yn are convergent nondecreasing sequences in
(
C[0, 1],�, d

)
, which satisfies the

condition (3.2). So, we obtain

xn � x and yn � y =⇒ (xn, yn) �p (x, y) (∀ n ∈ N).

Thus the space X satisfies the condition (3.2). Moreover, for (x, y) and (u, v) ∈ C2[0, 1], the function
max{(x, y), (u, v)} ∈ C2[0, 1] is that function which is comparable at (x, y) and (u, v). That is, (C2[0, 1],�p)
satisfies the condition (3.11), too.

As a consequence of Lemma 4, the solution of the system (4.1) coincides with that of the integral equations
given by

u(t) =

∫ 1

0

K1(t, s)f
(
s, Iνm−1v(s), Iνm−1−ν1v(s), · · · , v(s)

)
ds

v(t) =

∫ 1

0

K2(t, s)g
(
s, Iμn−1u(s), Iμn−1−μ1u(s), · · · , u(s)

)
ds, (4.3)

where

K1(t, s) = k1(t, s) +

tα−μn−1−1
p−2∑

j=1

ajk1(ξj , s)

1−
p−2∑

j=1

ajξ
α−μn−1−1
j

and

k1(t, s) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(
t(1− s)

)α−μn−1−1 − (t− s)α−μn−1−1

Γ(α− μn−1)
(0 � s � t � 1)

(
t(1− s)

)α−μn−1−1

Γ(α− μn−1)
(1 � s > t � 0);
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K2(t, s) = k2(t, s) +

tβ−νm−1−1
q−2∑

j=1

bjk2(ηj , s)

1−
q−2∑

j=1

bjη
β−νm−1−1
j

and

k2(t, s) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(
t(1− s)

)β−νm−1−1 − (t− s)β−νm−1−1

Γ(β − νm−1)
, (0 � s � t � 1)

(
t(1− s)

)β−νm−1−1

Γ(β − νm−1)
(1 � s > t � 0).

We note for all 0 � s, t � 1 that

k1(t, s) �
(
t(1− s)

)α−μn−1−1

Γ(α− μn−1)
� 1

Γ(α− μn−1)

and

k2(t, s) �
(
t(1− s)

)β−νm−1−1

Γ(β − νm−1)
� 1

Γ(β − νm−1)
.

We thus find that

K1(t, s) �
1

Γ(α− μn−1)

⎛

⎜⎜
⎜
⎝
1 +

p−2∑

j=1

aj

1−
p−2∑

j=1

ajξ
α−μn−1−1
j

⎞

⎟⎟
⎟
⎠

=: ρ1

and

K2(t, s) �
1

Γ(β − νm−1)

⎛

⎜⎜
⎜
⎝
1 +

q−2∑

j=1

bj

1−
q−2∑

j=1

bjη
β−νm−1−1
j

⎞

⎟⎟
⎟
⎠

=: ρ2.

We now define the operator T : C2[0, 1] → C2[0, 1] by

T (u, v)(t) =

(∫ 1

0

K1(t, s)f
(
s, Iνm−1v(s), · · · , v(s)

)
ds,

∫ 1

0

K2(t, s)g
(
s, Iμn−1u(s), · · · , u(s)

)
ds

)

=
(
T1v(t), T2u(t)

)
.

Then, by Lemma 3 and Lemma 4, the fixed point of the operator T coincides with the solution of the system
(1.2).

For the following discussion, let us define

θ1 = max

{
1

Γ(νm−1 + 1)
,

1

Γ(νm−1 − ν1 + 1)
, · · · , 1

Γ(1)

}
,

θ2 = max

{
1

Γ(μn−1 + 1)
,

1

Γ(μn−1 − μ1 + 1)
, · · · , 1

Γ(1)

}
,

θ = max {mθ1, nθ2} ,
ρ = max {ρ1, ρ2} .
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We also consider

ψ(t) = θt and F (s, t) = n

√
ln

(
1 + sn

)
(N ∈ N)

and let ϕ(t) be any ultra altering distance function.

Theorem 4. Suppose that f(t, x1, · · · , xm) and g(t, y1, · · · , yn) are nondecreasing functions in xi (i =
1, 2, · · · , n) and yj (j = 1, 2, · · · ,m). Also let f and g satisfy the following conditions:

∣
∣
∣∣f

(
t, y1, · · · , ym

)
− f

(
t, v1, · · · , vm

)
∣
∣
∣∣ =

1

2ρθ
n

√√
√
√ln

(

1 +

( m∑

j=1

|yj − vj |
)n

)

and

∣
∣
∣
∣g

(
t, x1, · · · , xn

)
− g

(
t, u1, · · · , un

)
∣
∣
∣
∣ =

1

2ρθ
n

√√√
√ln

(

1 +

( n∑

i=1

|xi − ui|
)n

)

for
n ∈ N, xi � ui and yj � vj (i = 1, 2, · · · , n; j = 1, 2, · · · ,m).

Then the problem (1.2) has a unique solution.

Proof. We verify that the hypotheses in Theorem 2 are satisfied. Firstly, since the operator T is nondecreas-
ing, we find for (x, y) �p (u, v) that

T (x, y)(t) =

(∫ 1

0

K1(t, s)f
(
s, Iνm−1y(s), · · · , y(s)

)
ds,

∫ 1

0

K2(t, s)g
(
s, Iμn−1x(s), · · · , x(s)

)
ds

)

�
(∫ 1

0

K1(t, s)f
(
s, Iνm−1v(s), · · · , v(s)

)
ds,

∫ 1

0

K2(t, s)g
(
s, Iμn−1u(s), · · · , u(s)

)
ds

)

� (T1v, T2u) = T (u, v)(t).

Also, for x � u and y � v, we have

d(T2x(t), T2u(t)) = sup
t∈[0,1]

∣
∣T2x(t)− T2u(t)

∣
∣

= sup
t∈[0,1]

∣
∣
∣∣

∫ 1

0

K2(t, s)
[
g
(
s, Iμn−1x(s), · · · , x(s)

)
− g

(
s, Iμn−1u(s), · · · , u(s)

)]
ds

∣
∣
∣∣

� ρ2

∫ 1

0

∣∣
∣
∣g

(
s, Iμn−1x(s), · · · , x(s)

)
− g

(
s, Iμn−1u(s), · · · , u(s)

)
∣∣
∣
∣ds

� ρ2
1

2ρθ

∫ 1

0

n

√√
√
√ln

(

1 +

(∣
∣Iμn−1x(s)− Iμn−1u(s)

∣
∣+ · · ·+ |x(s) − u(s)|

)n
)

ds

� ρ2
1

2ρθ
n

√√√
√ln

(

1 +

(
d(x, u)

Γ(μn−1 + 1)
+ · · ·+ d(x, u)

)n
)

� ρ2
1

2ρθ
n

√

ln

(
1 +

(
nθ2d(x, u)

)n
)
. (4.4)

We note here that

Iαx(t)− Iαu(t) =

∫ t

0

(t− s)α−1

Γ(α)
|x(s) − u(s)|ds � d(x, u)

Γ(α)

∫ t

0

(t− s)α−1 ds � d(x, u)

Γ(α+ 1)
.

In a similar way, we obtain

d(T1y(t), T1v(t)) � ρ1
1

2ρθ
n

√

ln

(
1 +

(
mθ1d(y, v)

)n
)

ds. (4.5)
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The inequalities (4.4) and (4.5) imply, for (x, y) �p (u, v), that

d̄
(
T (x, y), T (u, v)

)
= d(T1y(t), T1v(t)) + d(T2x(t), T2u(t))

� ρ1
1

2ρθ
n

√

ln

(
1 +

(
mθ1d(y, v)

)n
)
+ ρ2

1

2ρθ
n

√

ln

(
1 +

(
nθ2d(x, u)

)n
)

� 1

2θ

[
n

√

ln

(
1 +

(
mθ1d(y, v)

)n
)
+ n

√

ln

(
1 +

(
nθ2d(x, u)

)n
)]

� 1

θ
n

√

ln

(
1 +

(
mθ1d(y, v)

)n
+

(
nθ2d(x, u)

)n
)

� 1

θ
n

√

ln

(
1 +

(
mθ1d(y, v) + nθ2d(x, u)

)n
)
,

that is,

d̄
(
T (x, y), T (u, v)

)
= d(T1y(t), T1v(t)) + d(T2x(t), T2u(t)) �

1

θ
n

√

ln

(
1 +

(
θd̄((x, y), (u, v))

)n
)

� 1

θ
n

√

ln

(
1 + ψ

(
d̄((x, y), (u, v))

)n
)

� 1

θ
F

(

ψ

(
d̄
(
(x, y), (u, v)

)
)
, ϕ

(
d̄
(
(x, y), (u, v)

)
))

.

Thus we obtain

ψ

(
d̄
(
T (x, y), T (u, v)

))
� F

(

ψ

(
d̄
(
(x, y), (u, v)

))
, ϕ

(
d̄
(
(x, y), (u, v)

))
)

,

that is, the operator T satisfies the hypothesis (3.1) of Theorem 2. Moreover, the zero function (0, 0) ∈ C2[0, 1]
satisfies (0, 0) � T (0, 0). Then, clearly, all of the hypotheses of Theorems 2 and 3 are satisfied. Consequently,
the operator T has a unique fixed point or, equivalently, the system (1.2) has a unique positive solution in
C2[0, 1]. We have thus completed our proof of Theorem 4.

5. CONCLUDING REMARKS AND OBSERVATIONS

In our present investigation, we have established several fixed point results for the F (ψ, ϕ)-contractions in
partially-ordered metric spaces. As an application of one of these fixed point theorems, we have discussed the
existence of a unique solution for a coupled system of higher-order fractional differential equations which are
equipped with multi-point boundary conditions. We have also shown that the results presented in this paper
extend many recent results appearing in the literature on the subject-matter of this paper. It is believed
that several recent works (see, for example, [1], [20] and [21]) will possibly motivate further research on
mathematical modelling and analysis of applied problems along the lines which we have developed in this
article.
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